Troubleshooting
Internetworking Systems

ciscoSvysrems






Troubleshooting
Internetworking Systems

Software Release 9.1

Corporate Headquarters:

1525 O’Brien Drive

Menlo Park, California 94025 USA
1-415-326-1941

1-800-553-NETS

Customer Order Number: DOC-TISY.1
Text Part Number: 78-1077-01

crscoSvstems



The products and specifications, configurations, and other technical information regarding the products contained in this
manual are subject to change without notice. All statements, technical information, and recommendations contained in this
manual are believed to be accurate and reliable but are presented without warranty of any kind, express or implied, and users
must take full responsibility for their application of any products specified in this manual. THIS MANUAL IS PROVIDED
“AS IS”WITH ALL FAULTS. CISCO DISCLAIMS ALL WARRANTIES, EXPRESSED OR IMPLIED, INCLUDING
THOSE OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, OR ARISING FROM A
COURSE OF DEALING, USAGE OR TRADE PRACTICE.

IN NO EVENT SHALL CISCO BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL OR INCIDEN-
TAL DAMAGES, INCLUDING WITHOUT LIMITATION, LOST PROFITS OR LOSS ORR DAMAGE TO DATA
ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN [F CISCO HAS BEEN ADVISED OF
THE POSSIBILITY OF SUCH DAMAGES.

Some states do not allow limitation or exclusion of liability for consequential or incidental damages or limitation on how long
implied warranties last, so the above limitations or exclusions may not apply to you.This warranty gives Customers specific
legal rights, and you may also have other rights that vary from state to state.

The Cisco implementation of TCP header compression is an adaptation of a program developed by the University of Cali-
fornia, Berkeley (UCB) as part of UCB’s public domain version of the UNIX operating system. All rights reserved. Copyright
(c) 1981 Regents of the University of California.

Redistribution and use in source and binary forms are permitted provided that the above copyright notice and this paragraph
are duplicated in all such forms and that any documentation, advertising materials, and other materials related to such disri-
bution and use acknowledge that the software was developed by the University of California, Berkeley. The name of the Uni-
versity may not be used to endorse or promote products derived from this software without specific prior written permission.
THIS SOFTWARE IS PROVIDED *“AS IS”AND WITHOUT ANY EXPRESS OR IMPLIED WARRANTIES, IN-
CLUDING, WITHOUT LIMITATION, THE IMPLIED WARRANTIES OF MERCHANTIBILITY AND FITNESS
FOR A PARTICULAR PURPOSE.

Point-to-Point Protocol. Copyright (c) 1989 Carnegie Mellon University. All rights reserved.

Redistribution and use in source and binary forms are permitted provided that the above copyright notice and this paragraph
are duplicated in all such forms and that any documentation, advertising materials, and other materials related to such distri-
bution and use acknowledge that the software was developed by Carnegic Mellon University. The name of the University
may not be used to endorse or promote products derived from this software without specific prior written permission.
THIS SOFTWARE IS PROVIDED “AS IS"AND WITHOUT ANY EXPRESS OR IMPLIED WARRANTIES,
INCLUDING, WITHOUT LIMITATION, THE IMPLIED WARRANTIES OF MERCHANTIBILITY AND FITNESS
FOR A PARTICULAR PURPOSE.

Notice of Restricted Rights:

Use, duplication, or disclosure by the Government is subject to restrictions as set forth in subparagraph (c) of the Commercial
Computer Software - Restricted Rights clause at FAR § 52.227-19 and subparagraph (c) (1) (i1) of the Rights in Technical
Data and Computer Software clause at DFARS § 252.227-7013.

The information in this manual is subject to change without notice.

APPI, ciscoBus, Cisco Systems, CiscoWorks, CxBus, Netscape, The Packet, and SMARTnet are trademarks, and the Cisco
logo is a registered trademark of Cisco Systems, Inc.

All other products or services mentioned in this document are the trademarks, service marks, registered trademarks, or regis-
tered service marks of their respective owners.

Troubleshooting Internetworking Systemns
Copyright © 1993, Cisco Systems, Inc.
All rights reserved. Printed in USA.



Table of Contents

About This Manual xxvii

Audience and Scope xxvii
Document Organization and Use xxvii
Document Conventions xxix

Related Documentation xxix

Service and Support xxxi

Warranty Information xxxi
Maintenance Agreements xxxi

Customer Support xxxii

Obtaining Additional Information xxxiii

Chapter 1

Ordering Additional Cisco Publications xxxiii
Obtaining Cisco Technical Information Electronically xxxiii
Obtaining Information from Other Sources xxxiv
Obtaining RFCs xxxiv
Obtaining Technical Standards xxxvi

Troubleshooting Overview 1-1
Focus on Symptoms, Causes, and Actions 1-1
What This Guide [s Not 1-2
Using This Publication 1-3
General Problem-Solving Model 1-3
Symptom Modules 1-5
Troubleshooting Scenarios 1-6
Using This Publication to Troubleshoot Specific Symptoms 1-6
Using This Publication as a Tutorial 1-6
Using This Publication with Other Cisco Publications 1-7
Using Cisco Diagnostic Tools 1-8
Using Show Commands 1-8
Using Debug Commands 1-9

Table of Contents B iii



Using Ping and Trace Commands 1-9
Using Core Dumps 1-9
Diagnosing Cisco Hardware 1-10
Physically Inspecting Your System 1-10
Applying Power and Evaluating the System 1-11
Testing and Verifying Operation 1-13
Using CiscoWorks to Troubleshoot Your Internet 1-17
Using CiscoWorks to Troubleshoot Connectivity Problems 1-17
Using CiscoWorks to Troubleshoot Performance Problems 1-18
Using Third-Party Troubleshooting Tools 1-19
Troubleshooting Media Problems 1-20

Part One Troubleshooting Connectivity
Chapter 2 Connectivity Problem Scenarios 2-1

Connectivity Scenario Overview 2-2
Apple Service Availability Scenario 2-3
Symptoms 2-3
Environment Description 2-4
Diagnosing and Isolating Problem Causes 2-5
Problem Resolution Process 2-6
Problem Solution Summary 2-12
Concurrent Routing and Source-Route Bridging Connectivity
Problems 2-15
Symptoms 2-15
Environment Description 2-15
Diagnosing and Isolating Problem Causes 2-16
Problem Solution Summary 2-19
Translational Bridging, SRT, STUN, and SDLLC Connectivity
Problems 2-21
Symptoms 2-21
Environment Description 2-21
Diagnosing and Isolating Problem Causes 2-23
Problem Solution Summary 2-27

iv @ Troubleshooting Internetworking Systems



- - - e . ——

Chapter 3

Novell Network Server Connectivity Scenario 2-33
Symptoms 2-33
Environment Description 2-34
Diagnosing and Isolating Problem Causes 2-34
Problem Solution Summary 2-42

TCP/IP Route Redistribution and Access Control Scenario 2-45
Symptoms 2-45
Environment Description 2-46
Diagnosing and Isolating Problem Causes 2-46
Problem Solution Summary 2-49

X.25 WAN Router Initial Installation Problems 2-51
Symptoms 2-51
Environment Description 2-51
Diagnosing and Isolating Problem Causes 2-52
Problem Solution Summary 2-61

Troubleshooting Apple Connectivity 3-1
AppleTalk Internetworking Terminology 3-1
Networks and Internets 3-1
Phase 1 and Phase 2 Routers 3-2
Nonextended and Extended Networks 3-2
AppleTalk Internetworking Diagnostic Tips 3-3
Common AppleTalk Internetworking Problems 3-3
Preventing AppleTalk Configuration Problems 3-7
Common AppleTalk Problem Diagnostics 3-10
AppleTalk Connectivity Symptoms 3-12
Symptom Summary 3-12
Users Cannot See Zones or Services on Remote Networks 3-13
Possible Causes and Suggested Actions 3-13
Services on a Network Not Visible to Other Networks 3-14
Possible Causes and Suggested Actions 3-14
Users Cannot Access Services on Remote Networks 3-16
Possible Causes and Suggested Actions 3-16
Some Zones Missing from Macintosh Chooser 3-18
Possible Causes and Suggested Actions 3-18

Table of Contents 8 v



Services Not Always Available; Fade In and Out 3-20
Possible Causes and Suggested Actions 3-20

Services Visible, but Users Cannot Connect 3-22
Possible Causes and Suggested Actions 3-22

Zone List Changes Each Time Chooser [s Opened 3-23
Possible Causes and Suggested Actions 3-23

Connections to Services Drop 3-24
Possible Causes and Suggested Actions 3-24

Port Seems Stuck in Restarting or Acquiring Mode 3-25
Possible Causes and Suggested Actions 3-25

Old Zone Names Still Appear in the Chooser 3-26
Possible Causes and Suggested Actions 3-26

Chapter 4 Troubleshooting IBM Connectivity 4-1

Diagnosing IBM Network and Token Ring Problems 4-2

IBM Network and Token Ring Connectivity Symptoms 4-3

Routing Does Not Function in SRB Environment 4-4
Possible Causes and Suggested Actions 4-4

Routing in SRB Network Fails Unexpectedly 4-5
Possible Causes and Suggested Actions 4-5

No Communication over SRB 4-6
Possible Causes and Suggested Actions 4-6

Blocked Communication over Remote SRB 4-8
Possible Causes and Suggested Actions 4-8

Intermittent Communication Failures over Remote SRB 4-9
Possible Causes and Suggested Actions 4-9

Users Cannot Communicate over Cisco Translational Bridge 4-10
Possible Causes and Suggested Actions 4-10

Traftic Cannot Get Through Router Implementing SRT 4-12
Possible Causes and Suggested Actions 4-12

Users Cannot Make Connections over Router Configured for SDLLC 4-13
Possible Causes and Suggested Actions 4-13
IBM RS-232 Signaling Requirements Summary 4-14
Preventive Actions in SDLLC Environments 4-15

[ntermittent Connectivity over Router Configured for SDLC 4-16
Possible Causes and Suggested Actions 4-16

vi @ Troubleshooting Internetworking Systems



. ———

Chapter 5

Chapter 6

Router Is Unable to Connect to Token Ring 4-17
Possible Causes and Suggested Actions 4-17
Router Is Not Communicating with IBM SDLC Devices over RS-232 4-19
Possible Causes and Suggested Actions 4-19
SDLC Sessions Fail over Router Running STUN 4-20
Possible Causes and Suggested Actions 4-20
NetBIOS Devices Cannot Communicate over Remote SRB 4-22
Possible Causes and Suggested Actions 4-22
Router Cannot Be Linked from LAN Network Manager 4-23
Possible Causes and Suggested Actions 4-23

Troubleshooting Novell Connectivity 5-1
Novell IPX Internet Diagnostic Overview 5-1
Problem Isolation in Novell IPX Networks 5-2
Novell Internetworking Connectivity Symptoms 5-3
Symptom Summary 5-3
Clients Cannot Communicate with NetWare Servers over Router 5-4
Possible Causes and Suggested Actions 5-4
SAP Updates Not Getting Through Router 5-9
Possible Causes and Suggested Actions 5-9
Novell NetBIOS Packets Cannot Get Through Router 5-11
Possible Causes and Suggested Actions 5-11
Helper Address Specification Hints 5-13
Clients Cannot Connect to Server over Packet-Switched Network 5-21
Possible Causes and Suggested Actions 5-21
Notes About PSN Address Map Specifications 5-22

Troubleshooting TCP/IP Connectivity 6-1
TCP/IP Internet Diagnostic Overview 6-1
Problem Isolation in TCP/IP Networks 6-2
TCP/IP Connectivity Symptoms 6-3
Symptom Summary 6-3
Host Cannot Access Offnet Host(s) 6-4
Possible Causes and Suggested Actions 6-4
Host Cannot Access Certain Networks 6-6
Possible Causes and Suggested Actions 6-6

Table of Contents B vii



Connectivity Available to Some Hosts, but Not Others 6-7
Possible Causes and Suggested Actions 6-7

Some Services Are Available,Others Are Not 6-8
Possible Causes and Suggested Actions 6-8

Users Cannot Make Connections When One Path is Down 6-9
Possible Causes and Suggested Actions 6-10

Router Sees Duplicate Routing Updates and Packets 6-11
Possible Causes and Suggested Actions 6-11

Routing Works for Some Protocols, Not for Others 6-12
Possible Causes and Suggested Actions 6-12

Router/Host Cannot Reach Certain Parts of Its Own Network 6-13
Possible Causes and Suggested Actions 6-13

Tratfic Is Not Getting Through Router Using Redistribution 6-15
Possible Causes and Suggested Actions 6-15

Chapter 7 Troubleshooting WAN Connectivity 7-1
Diagnosing WAN and Serial Line Problems 7-1
Using the Show Interfaces Command to Troubleshoot Serial Lines 7-2
Deciphering Serial Line Status Diagnostics 7-3
Basic Serial Diagnostic Fields 7-6
WAN-Specific Diagnostic Fields 7-11
Using the Show Controllers Command to Troubleshoot Serial Lines 7-13
Using Debug Commands to Troubleshoot Serial Lines 7-13
Special Serial Line Tests 7-14
CSU/DSU Local and Remote Loopback Tests 7-15
Extended Ping Tests 7-16
Troubleshooting Clocking Problems 7-18
Adjusting Buffers to Ease Overutilized Serial Links 7-20
WAN and Serial Line Connectivity Symptoms 7-25
Intermittent Connectivity 7-26
Possible Causes and Suggested Actions 7-26
Connections Die as Load Increases 7-27
Possible Causes and Suggested Actions 7-27
Connections Die at a Particular Time of Day 7-28
Possible Causes and Suggested Actions 7-28

viii B Troubleshooting Internetworking Systems



e ——

Part Two
Chapter 8

Connections Die After Some Period of Normal Operation 7-29
Possible Causes and Suggested Actions 7-29

Users Cannot Connect to Resources over New HDLC Link 7-30
Possible Causes and Suggested Actions 7-30

Users Cannot Connect to Resources over New X.25 WAN Link 7-31
Possible Causes and Suggested Actions 7-31

Users Cannot Connect to Resources over New Frame Relay Link 7-33
Possible Causes and Suggested Actions 7-33

Users Cannot Connect to Resources over New SMDS Link 7-35
Possible Causes and Suggested Actions 7-35

Some Users Cannot Connect to Resources over WAN 7-37
Possible Causes and Suggested Actions 7-37

Troubleshooting Performance

Performance Problem Scenarios 8-1
Performance Scenarios: Overview and List 8-2
Performance Problems in Novell IPX Internet After Bandwidth Upgrade 8-3
Symptoms 8-3
Environment Description 8-3
Diagnosing and Isolating Problem Causes 8-4
Problem Solution Summary 8-4
Performance Problems in Novell IPX Internet After Switch to Routing 8-5
Symptoms 8-5
Environment Description 8-5
Diagnosing and Isolating Problem Causes 8-6
Problem Solution Summary 8-6
Slow Novell IPX Performance over Router Connecting 16-Mbps Rings 8-7
Symptoms 8-7
Environment Description 8-7
Diagnosing and Isolating Problem Causes 8-8
Problem Solution Summary 8-8
Slow Novell Performance over Ethernet Backbone 8-9
Symptoms 8-9
Environment Description 8-9

Table of Contents B ix



Diagnosing and Isolating Problem Causes 8-10
Problem Solution Summary 8-10

Slow Novell Performance over Matching Parallel Links 8-13
Symptoms 8-13
Environment Description 8-13
Diagnosing and Isolating Problem Causes 8-14
Problem Solution Summary 8-14

Slow Novell Performance over Unequal Parallel Links 8-15
Symptoms 8-15
Environment Description 8-15
Diagnosing and Isolating Problem Causes 8-16
Problem Solution Summary 8-16

Poor Performance over TCP/IP Serial Network 8-17
Symptoms 8-17
Environment Description 8-17
Diagnosing and Isolating Problem Causes 8-18
Problem Resolution Process 8-18
Problem Solution Summary 8-20

Slow Host Response over 56-Kbps HDLC Link 8-21
Symptoms 8-21
Environment Description 8-21
Diagnosing and Isolating Problem Causes 8-22
Problem Resolution Process 8-22
Problem Solution Summary 8-27

Chapter 9 Troubleshooting Internet Performance 9-1

Poor Internetwork Performance Symptoms 9-2

Sporadic Service Availability and Poor AppleTalk Internet Performance 9-3
Possible Causes and Suggested Actions 9-3

Slow Performance and Intermittent Loss of Connections over RSRB 9-5
Possible Causes and Suggested Actions 9-5

Poor Novell Server Performance over Router in LAN Internet 9-6
Possible Causes and Suggested Actions 9-6

Poor Novell Server Performance over Router in WAN 9-7
Possible Causes and Suggested Actions 9-7

x B Troubleshooting Internetworking Systems



Generally Slow Performance in TCP/IP Internetworks 9-8
Possible Causes and Suggested Actions 9-8

Slow TCP/IP Performance Despite Multiple Paths 9-9
Possible Causes and Suggested Actions 9-9

Slow Host or Network Response over WAN or Serial Link 9-11
General Diagnostic Information 9-11
Possible Causes and Suggested Actions 9-11

Loss of Connections over WAN or Serial Link 9-13
Possible Causes and Suggested Actions 9-13

Part Three  Debug Command Reference

Chapter 10  Debug Command Reference 10-1
General Debugging Information 10-1
Using Debug Commands 10-1
Using the Debug ? Command 10-2
Using the Debug All Command 10-2
Generating Debugging Command Output 10-2
Redirecting Debugging and Error Message Output 10-3
Debug Command Listing 10-8

Debug Apple-ARP 10-9
Debug Apple-Errors 10-10
Debug Apple-Events 10-12
Debug Apple-NBP 10-16
Debug Apple-Packet 10-19
Debug Apple-Routing 10-21
Debug Apple-ZIP 10-23
Debug ARP 10-24
Debug Broadcast 10-25
Debug DECnet-Connects 10-27
Debug Frame-Relay 10-28
Debug Frame-Relay-Events 10-30
Debug Frame-Relay-LMI 10-31
Debug Frame-R elay-Packets 10-34
Debug IP-ICMP 10-36

Table of Contents B xi



Debug IP-IGRP 10-40
Debug IP-IGRP-Events 10-42
Debug IP-OSPF-Events 10-43
Debug IP-Packet 10-44
Debug [P-RIP 10-47

Debug IP-TCP 10-48

Debug LAPB 10-50

Debug LNM-Events 10-54
Debug LNM-LLC 10-56
Debug LNM-MAC 10-59
Debug Local-ACK-State 10-61
Debug Novell-Packet 10-62
Debug Novell-Routing 10-63
Debug Novell-SAP 10-64
Debug Packet 10-68

Debug RIF 10-70

Debug Serial-Interface 10-74
Debug Serial-Packet 10-83
Debug Source-Event 10-86
Debug Span 10-91

Debug TFTP 10-94

Debug Token-Ring 10-95
Debug VINES-ARP 10-98
Debug VINES-Echo 10-99
Debug VINES-Packet 10-100
Debug VINES-Routing 10-101
Debug VINES-Table 10-102
Debug XNS-Packet 10-103
Debug XNS-Routing 10-104
Debug X25 10-105

Debug X25-Events 10-109
Debug X25-VC 10-110

xii @ Troubleshooting Internetworking Systems



—— —_—

Appendixes
Appendix A

Appendix B

Appendix C

Appendix D
Appendix E

Index

X.25 Cause and Diagnostic Codes A-1
X.25 Cause Codes A-1

X.25 Diagnostic Codes A-3
Technical Support Information List B-1

Gathering Information About Your Internet B-1

Problem-Solving Checklist/ Worksheet C-1
Troubleshooting Checklist C-1
Troubleshooting Worksheet C-2

Creating Core Dumps D-1

References and Recommended Reading
Commercially Available Publications E-1
Technical Publications and Standards E-1

Table of Contents B xiii



xiv B Troubleshooting Internetworking Systems



List of Figures

Figure 1-1 General Problem-Solving Flow Diagram 1-4

Figure 2-1 Initial AppleTalk Connectivity Scenario Map 2-3

Figure 2-2  AppleTalk Zone and Network Number/Cable Range Assignments 2-6
Figure 2-3 Show AppleTalk Interface Ethernet 6 Command Output 2-7
Figure 2-4 Disabling AppleTalk for the Router 2-7

Figure 2-5 Example Show AppleTalk Route 2 Command Output 2-8

Figure 2-6 Standard Output of Show AppleTalk Global Command 2-9
Figure 2-7 Example Show AppleTalk Neighbor Display Output 2-10

Figure 2-8 Example Show AppleTalk Traffic Display Output 2-11

Figure 2-9 Complete Router-R.1 Final Configuration 2-13

Figure 2-10 Initial SRB/Routing Internet Problem Environment 2-15

Figure 2-11 Example Multiring Command Specification 2-17

Figure 2-12 Example Output of Show RIF EXEC Command 2-18

Figure 2-13 Example Output of Show ARP EXEC Command 2-18

Figure 2-14 Relevant Router-Corp Final Configuration 2-19

Figure 2-15 Relevant Router-Far Final Configuration 2-20

Figure 2-16 Initial IBM Internet Problem Environment 2-22

Figure 2-17 Sniffer Output Showing SRB-Capable End System Source Address 2-24
Figure 2-18 Sniffer Output Showing End System Packet with RIF 2-25
Figure 2-19 Reconfigured IBM Internet Environment 2-28

Figure 2-20 Relevant Router-1 Final Configuration Listing 2-29

Figure 2-21 Relevant Router-3 Final Configuration Listing 2-30

Figure 2-22 Relevant Router-4 Final Configuration Listing 2-31

Figure 2-23 Relevant Router-5 Final Configuration Listing 2-32

Figure 2-24 Initial Novell IPX Connectivity Scenario Map 2-33

Figure 2-25 IPX Connectivity Map Showing Revised Network Number 2-37
Figure 2-26 All Nets Helper Address Specification Illustration 2-40

List of Figures @ xv



Figure 2-27 Novell IPX Connectivity Scenario Map with Backdoor Bridge Shown 2-42
Figure 2-28 Relevant Router-D Configuration Commands 2-43

Figure 2-29 Relevant Router-M Configuration Commands 2-43

Figure 2-30 TCP/IP Internetwork Connectivity Scenario Map 2-45

Figure 2-31 Example RIP-to-IGRP Route Redistribution Configuration 2-47

Figure 2-32 Access Control Additions to Router-Eng Configuration 2-47

Figure 2-33 Standard Access Control for Router-Eng Configuration 2-48

Figure 2-34 Extended Access Control for Router-Eng Configuration 2-48

Figure 2-35 Complete Example Configuration for Router-Eng 2-50

Figure 2-36 X.25 WAN Connectivity Scenario Map 2-52

Figure 2-37 Display Output of Show Version Command 2-53

Figure 2-38 Example Output of Show Controllers MCI Command 2-54

Figure 2-39 Show Interface Serial Command Indicating Bad Hardware 2-54

Figure 2-40 Show Interfaces Output Indicating Link [s Up After Cable Swap 2-55
Figure 2-41 Show Interface Ethernet Output for Operational Interface 2-56

Figure 2-42 Successful First Ping Communication from Router-New to Target Host 2-56
Figure 2-43 Transmission of Second Ping to Target Host After Clearing ARP Cache 2-57
Figure 2-44 Example Output of Show Arp Command Before Ping 2-57

Figure 2-45 Example Output of Show Arp Command After Ping 2-57

Figure 2-46 Output of Debug X.25 Events Command 2-58

Figure 2-47 Complete Configuration Showing Changes Needed to Pass Traftic 2-60
Figure 3-1 Example Show AppleTalk Interface Display Illustrating Port Mismatch 3-4
Figure 4-1 Checking IBM Serial Link to Router with Breakout Box 4-14

Figure 5-1 Basic Helper Address Network 5-13

Figure 5-2  Single Serial Interconnection Helper Address Network 5-14

Figure 5-3 All Nets Multiple Serial Line Helper Address Specification 5-15

Figure 5-4 Directed Broadcast Helper Address Specification 5-16

Figure 5-5 Reverse Broadcast Helper Address Network 5-17

Figure 5-6 Novell Helper Address Handling with Parallel Routers 5-19

Figure 5-7 Example Network Diagram Illustrating Novell-to-X.25 Mapping 5-22
Figure 5-8 Example Network Diagram Illustrating Novell-to-Frame Relay Mapping 5-23

Figure 6-1 Host-A Cannot Communicate with Host-B over Routers 6-4

xvi @ Troubleshooting Internetworking Systems



Figure 6-2 Problem Parallel Path Configuration Example 6-9

Figure 7-1 Display Output for HDLC Version of Show Interfaces 7-3

Figure 7-2 Show Interfaces Serial Diagnostic Field Locations 7-6

Figure 7-3 Display Output for X.25 Version of Show Interfaces 7-12

Figure 7-4 Example Display Output of Show Controllers MCI Command 7-13
Figure 7-5 Extended Ping Specification Menu 7-17

Figure 8-1 Upgrade from Dial-Up Link to 9600-Baud Connection 8-3

Figure 8-2 Novell IPX Interconnection Converted from Bridging to Routing 8-5
Figure 8-3 Novell IPX Interconnection over Router Joining 16-Mbps Rings 8-7
Figure 8-4 Novell IPX Router Joining Ethernet and Token Ring 8-9

Figure 8-5 Alternative Solutions to Ethernet Backbone Bottleneck 8-11

Figure 8-6 Router Joining Novell IPX Networks over Parallel T1 Lines 8-13
Figure 8-7 Router Joining Novell [PX Networks over Uneven Parallel Lines 8-15
Figure 8-8 Dual 56-Kbps Serial Link TCP/IP Internet Scenario Map 8-17
Figure 8-9 Display Output of Show Interfaces Command 8-18

Figure 8-10 Example Ping Command Specification and Output 8-19

Figure 8-11 Configuration Showing Priority Queuing Specification 8-20

Figure 8-12 56-Kbps Point-to-Point Performance Problem Scenario Map 8-22
Figure 8-13 Display Output of Show Interfaces Command 8-23

Figure 8-14 Show Bufters Command Output 8-24

Figure 8-15 Complete Configuration Showing Changes Needed 8-26

Figure 9-1 Load Balancing Problem Map 9-10

Figure 10-1 Example Debug Broadcast Output 10-3

Figure 10-2 Example Debug Apple-ARP Output 10-9

Figure 10-3 Example Debug Apple-Errors Output 10-10

Figure 10-4 Example Debug Apple-Events Output with Discovery Mode State Changes 10-12

Figure 10-5 Example Debug Apple-Events Output Showing Seed Coming Up by Itself 10-14

Figure 10-6 Example Debug Apple-Events Output Showing NonSeed with No Seed 10-15

Figure 10-7 Example Debug Apple-Events Output Showing Compatibility Conflict 10-15

Figure 10-8 Example Debug Apple-NBP Output 10-16
Figure 10-9 Example Debug Apple-Packet Output 10-19
Figure 10-10 Example Debug Apple-Routing Output 10-21

List of Figures B xvii



Figure 10-11 Example Debug Apple-ZIP Output 10-23

Figure 10-12 Example Debug ARP Output 10-24

Figure 10-13 Example Debug Broadcast Output 10-25

Figure 10-14 Example Debug DECnet-Connect Output 10-27
Figure 10-15 Example Debug Frame-Relay-Packets Output 10-28
Figure 10-16 Example Debug Frame-Relay-Events Output 10-30
Figure 10-17 Example Debug Frame-Relay-LMI Output 10-31
Figure 10-18 Example Debug Frame-Relay-Packets Output 10-34
Figure 10-19 Example Debug IP-ICMP Output 10-36

Figure 10-20 Example Debug IP-IGRP Output 10-40

Figure 10-21 Example Debug IP-IGRP Output 10-42

Figure 10-22 Example Debug IP-OSPF-Events Output 10-43
Figure 10-23 Example Debug IP-Packet Output 10-44

Figure 10-24 Example Debug IP-RIP Output 10-47

Figure 10-25 Example Debug IP-TCP Output 10-48

Figure 10-26 Example Debug LAPB Output—Part 1 10-50

Figure 10-27 Example Debug LMN-Events Output 10-54

Figure 10-28 Example Debug LMN-LLC Output 10-56

Figure 10-29 Example Debug LNM-MAC Output 10-59

Figure 10-30 Example Debug Local-ACK-Scate Output 10-61
Figure 10-31 Example Debug Novell-Packet Output 10-62

Figure 10-32 Example Debug Novell-R outing Output 10-63
Figure 10-33 Example Debug Novell-SAP Output 10-64

Figure 10-34 Example Debug Packet Output 10-68

Figure 10-35 Example Debug RIF Output 10-70

Figure 10-36 Example Debug Serial-Interface Output for HDLC 10-76
Figure 10-37 Example Debug Serial-Interface Output for PPP 10-81
Figure 10-38 Example Debug Serial-Interface Output When CHAP Is Enabled on a PPP Interface 10-81
Figure 10-39 Example Debug Serial-Packet Output for PPP 10-83
Figure 10-40 Example Debug Serial-Packet Output for SMDS 10-85
Figure 10-41 Example Debug Source-Event Output 10-86

Figure 10-42 Example Debug Span Output 10-91

xviii @ Troubleshooting Internetworking Systems



Figure 10-43
Figure 10-44
Figure 10-45
Figure 10-46
Figure 10-47
Figure 10-48
Figure 10-49
Figure 10-50
Figure 10-51
Figure 10-52
Figure 10-53
Figure 10-54
Figure 10-55

Example Debug Span Output 10-92

Example Debug TFTP Output 10-94

Example Debug Token-Ring Output 10-95
Example Debug VINES-ARP Output 10-98
Example Debug VINES-Echo Output 10-99
Example Debug VINES-Packet Output 10-100
Example Debug VINES-Routing Output 10-101
Example Debug VINES-Table Output 10-102
Example Debug XNS-Packet Output. 10-103
Example Debug XNS-Routing Output 10-104
Example Debug X25 Output 10-105

Example Debug X25-Events Output 10-109
Example Debug X25-VC Output 10-110

List of Figures B xix



xx @ Troubleshooting Internetworking Systems



List of 'Tables

Table 1-1 Power-up Problem Symptoms and Possible Causes 1-12
Table 1-2  Failure Symptoms by Card or Product Type. 1-14
Table 1-3  Suggested Actions for Ethernet Problems 1-20
Table 1-4  Suggested Actions for Serial Line Problems 1-20
Table 1-5 Suggested Actions for Token Ring Problems 1-20
/ Table 1-6 Suggested Actions for FDDI Problems 1-21
Table 3-1 Comparison of Phase 1 and Phase 2 NBP Packet Types 3-5
Table 3-2 AppleTalk Problem Prevention Suggestions 3-7
Table 3-3 Causes and Actions for Blocked Access to Offnet Resources 3-13
Table 3-4 Causes and Actions for Missing Services 3-14
Table 3-5 Causes and Actions for Interface Failing to Start AppleTalk 3-16
N Table 3-6 Causes and Actions for Zones Not Appearing 3-18
i Table 3-7 Causes and Actions for Intermittent AppleTalk Service Loss 3-20
Table 3-8 Causes and Actions for Blocked Service Access 3-22
i Table 3-9 Causes and Actions for Zone List Constantly Changing 3-23
Table 3-10 Causes and Actions for Services Being Dropped 3-24
Table 3-11 Causes and Actions for Stuck Port Problem 3-25
Table 3-12 Causes and Actions for Zones with Missing Network Numbers. 3-26
Table 4-1 Causes and Actions for Blocked Routing in SRB Environments 4-4

Table 4-2  Causes and Actions for Routing Failures in SRB Networks 4-5

Table 4-3  Causes and Actions for Blocked SRB Traffic 4-6

Table 4-4 Causes and Actions for Remote SRB Communication Problems 4-8

Table 4-5 Causes and Actions for Intermittent Connectivity over Remote SRB 4-9

[ Table 4-6 Causes and Actions for Traftic Stoppages over a Translational Bridge 4-10

Table 4-7 Causes and Actions for SRT Communication Problems 4-12

Table 4-8 Causes and Actions for SDLLC Communication Problems 4-13

Table 4-9 Key RS-232 Signaling Requirements for Router to IBM FEP Connection 4-14

List of Tables B xxi



Table 4-10 Causes and Actions for Intermittent SDLC Connectivity 4-16

Table 4-11 Causes and Actions for Router Not Connecting to Ring 4-17

Table 4-12 Causes and Actions for Blocked Communication with SDLC Device 4-19
Table 4-13 Causes and Actions when SDLC Sessions Fail over STUN 4-2(
Table 4-14 Causes and Actions for Blocked NetBIOS Communication 4-22
Table 4-15 Causes and Actions for Problems Linking Router via LNM 4-23
Table 5-1 Causes and Actions for Blocked NetWare Connectivity over Router 5-4
Table 5-2  Causes and Actions for SAP Updates Not Being Broadcast 5-9

Table 5-3 Causes and Actions for Blocked NetBIOS Traffic 5-11

Table 5-4 Causes and Actions for Blocked Novell Traftic over PSNs 5-21
Table 6-1 Causes and Actions for Blocked Access to Remote Hosts 6-4

Table 6-2 Causes and Actions for Unreachable Network Problems 6-6

Table 6-3 Causes and Actions for Selectively Blocked Host Access 6-7

Table 6-4 Causes and Actions for Selective Service Availability 6-8

Table 6-5 Causes and Actions for an Inadvertently Blocked Parallel Path 6-10
Table 6-6 Causes and Actions for Duplicate Routing Updates and Packets 6-11
Table 6-7 Causes and Actions for Some Protocols Not Being Routed 6-12
Table 6-8 Causes and Actions for Unreachable Hosts on Same Major Network 6-13
Table 6-9 Comparison of Host and Router Subnet Mask Effects 6-14

Table 6-10 Causes and Actions for Route Redistribution Problems 6-15

Table 7-1 Show Interfaces Serial Status Line Problem States 7-4

Table 7-2 Meaning of Key Input Errors for Serial Line Troubleshooting 7-7
Table 7-3  Sources of and Suggested Remedies for Clocking Problems 7-19
Table 7-4 Range of Packet Sizes Held in System Bufters 7-21

Table 7-5 Causes and Actions for WAN Intermittent Connectivity 7-26

Table 7-6 Causes and Actions for Load-Related WAN Problems 7-27

Table 7-7 Causes and Actions for Time-of-Day WAN Problems 7-28

Table 7-8 Causes and Actions for “Sudden Death” WAN Problems 7-29
Table 7-9 Causes and Actions for New Router Problems (Serial HDLC) 7-30
Table 7-10 Causes and Actions for New Router Problems (X.25) 7-31

Table 7-11 Causes and Actions for New Router Problems (Frame Relay) 7-33
Table 7-12 Causes and Actions for New Router Problems (SMDS) 7-35

xxii @ Troubleshooting Internetworking Systems



Table 7-13 Causes and Actions for Selective Connectivity Problems 7-37

Table 9-1 Causes and Actions for Poor AppleTalk Internet Performance 9-3

Table 9-2 Causes and Actions for Load-Related RSRB Performance Problems 9-5
Table 9-3 Causes and Actions for Novell Pertormance Problems in LAN Internet 9-6
Table 9-4 Causes and Actions for Novell Pertormance Problems in WAN 9-7
Table 9-5 Causes and Actions for Slow Pertormance in TCP/IP Internets. 9-8
Table 9-6 Causes and Actions for Poor Performance Because of Blocked Paths 9-9
Table 9-7 Causes and Actions for Load-Related WAN Performance Problems 9-11
Table 9-8 Causes and Actions for WAN Performance-Related Loss of Connections 9-13
Table 10-1 Logging Message Keywords and Levels 10-4

Table 10-2 Debug Apple-NBP Field Descriptions—Part 1 10-17

Table 10-3 Debug Apple-NBP Field Descriptions—Part 2 10-17

Table 10-4 Debug Apple-Packet Field Descriptions—Part 1 10-19

Table 10-5 Debug Apple-Packet Field Descriptions—Part 2 10-20

Table 10-6 Debug Apple-Routing Field Descriptions—Part 1 10-21

Table 10-7 Debug Apple-Routing Field Descriptions—Part 2 10-22

Table 10-8 Debug Broadcast Field Descriptions 10-25

Table 10-9 Debug DECnet-Connects Field Descriptions 10-27

Table 10-10 Debug Frame-Relay Field Descriptions 10-29

Table 10-11 Debug Frame-Relay-LMI Field Descriptions—Part 1 10-32

Table 10-12 Debug Frame-Relay-LMI Field Descriptions—Part 2 10-32

Table 10-13 Debug Frame-Relay-LMI Field Descriptions—Part 3 10-33

Table 10-14 Debug Frame-Relay-Packets Field Descriptions 10-35

Table 10-15 Debug IP-ICMP Field Descriptions—Part 1 10-37

Table 10-16 Debug IP-ICMP Field Descriptions—Part 2 10-38

Table 10-17 Debug IP-Packet Field Descriptions 10-45

Table 10-18 Security Actions 10-45

Table 10-19 Debug IP-TCP Field Descriptions 10-49

Table 10-20 Debug LAPB Field Descriptions—Part 1 10-51

Table 10-21 Debug LNM-LLC Field Descriptions 10-57

Table 10-22 Debug LNM-MAC Field Descriptions 10-60

Table 10-23 Debug Local-ACK-State Field Descriptions 10-61

List of Tables B xxiii



Table 10-24 Debug Novell-Packet Field Descriptions 10-62

Table 10-25 Debug Novell-Routing Field Descriptions 10-63

Table 10-26 Debug Novell-SAP Field Descriptions—Part 1 10-65

Table 10-27 Debug Novell-SAP Field Descriptions—Part 2 10-66

Table 10-28 Debug Novell-SAP Field Descriptions—Part 3 10-67

Table 10-29 Debug Packet Field Descriptions 10-68

Table 10-30 Debug RIF Field Descriptions—Part 1 10-71

Table 10-31 Debug RIF Field Descriptions—Part 2 10-72

Table 10-32 Debug Serial-Interface Field Descriptions for DDR 10-75

Table 10-33 Debug Serial-Interface Field Descriptions for HDLC 10-77
Table 10-34 Debug Serial-Interface Error Messages for HDLC 10-78

Table 10-35 Debug Sernal-Interface Field Descriptions for ISDN Basic Rate 10-79
Table 10-36 Debug Serial-Interface Field Descriptions for an MK5025 Device 10-80
Table 10-37 Debug Serial-Packet Field Descriptions for PPP 10-84

Table 10-38 Debug Source-Event Field Descriptions 10-86

Table 10-39 Debug Span Field Descriptions for an IEEE BPDU Packet 10-92
Table 10-40 Debug Span Field Descriptions for a DEC BPDU Packet 10-93
Table 10-41 Debug TFTP Field Descriptions 10-94

Table 10-42 Debug Token Ring Field Descriptions—Part 1 10-96

Table 10-43 Debug Token Ring Field Descriptions—Part 2 10-96

Table 10-44 Debug Token Ring Field Descriptions—Part 3 10-97

Table 10-45 Debug VINES-ARP Field Descriptions 10-98

Table 10-46 Debug VINES-Echo Field Descriptions 10-99

Table 10-47 Debug VINES-Packet Field Descriptions 10-100

Table 10-48 Debug VINES-Table Field Descriptions 10-102

Table 10-49 Debug XNS-Packet Field Descriptions 10-103

Table 10-50 Debug XNS-Routing Field Descriptions 10-104

Table 10-51 Debug X25 Field Descriptions 10-106

Table 10-52 Debug X25 PS and PR Field Descriptions 10-108

xxiv @l Troubleshooting Internetworking Systems



Table A-1
Table A-2
Table A-3
Table A-4

Cause Code Descriptions for CLEAR REQUEST Packets A-2
Cause Code Descriptions for RESET REQUEST Packets A-2
Cause Code Descriptions for RESTART Packets A-3
Diagnostic Field Code Descriptions A-4

List of Tables B xxv



xxvi @ Troubleshooting Internetworking Systems



About This Manual

This front matter section introduces the Troubleshooting Internetworking Systems audience and
scope, organization, use, and conventions.

Audience and Scope

This publication addresses the network administrator or system administrator who will
maintain a Cisco gateway, router, or bridge running Release 9.1 and earlier software. This
release of the manual focuses on generic WAN/serial, TCP/IP, Novell IPX, IBM/SNA, and

AppleTalk internets.

Readers should know how to configure a Cisco router and should be tamiliar with the
protocols and media their routers have been configured to support. Awareness of their
networking topology is also important.

Document Organization and Use

The Troubleshooting Internettrorking Systems guide provides information about troubleshooting
Cisco network servers.

Chapter 1,“Troubleshooting Overview,” introduces a generic model of problem solving and
provides basic information regarding troubleshooting Cisco internetworks. It is important
that you read this chapter tirst before proceeding to other chapters of the manual.

Chapter 2,*“Connectivity Problem Scenarios,” presents problem-solving scenarios that focus
on identifying, isolating, and solving internetworking connectivity problems. Scenarios for
WAN/serial, TCP/IP, Novell/IPX, IBM/SNA, and Appletalk internets are included. Each
of these describes the symptoms of the problem(s), the internetworking environment,
problem cause alternatives, the process of isolating those causes, and a summary of the
process.

Chapter 3,"Troubleshooting Apple Connectivity,” presents protocol-related troubleshooting
information for AppleTalk networks, including AppleTalk internetworking terminology,
AppleTalk internetworking diagnostic tips, preventing AppleTalk configuration problems,
and symptom modules. These symptom modules provide snapshots of common symptoms,
possible causes, and suggested actions to resolve the problems.
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Chapter 4, “Troubleshooting IBM Connectivity,” presents protocol-related troubleshooting
information for IBM networks, including diagnosing IBM network and Token Ring
problems and symptom modules. These symptom modules provide snapshots of common
symptoms, possible causes, and suggested actions to resolve the problems.

Chapter 5,“Troubleshooting Novell Connectivity,” presents protocol-related
troubleshooting information for Novell networks, including a Novell IPX Internet
diagnostic overview and symptom modules. These symptom modules provide snapshots of
common symptoms, possible causes, and suggested actions to resolve the problems.

Chapter 6, “Troubleshooting TCP/IP Connectivity,” presents protocol-related
troubleshooting information for TCP/IP networks, including a TCP/IP Internet diagnostic
overview and symptom modules. These symptom modules provide snapshots of common
symptoms, possible causes, and suggested actions to resolve the problems.

Chapter 7,“Troubleshooting WAN Connectivity,” presents protocol-related troubleshooting
information for IBM networks, including diagnosing WAN and serial line problems and
symptom modules. These symptom modules provide snapshots of common symptoms,
possible causes, and suggested actions to resolve the problems.

Chapter 8,“Performance Problem Scenarios,” presents problem-solving scenarios that focus
on identifying, isolating, and solving internetworking performance problems. Scenarios for
WAN/serial, TCP/IP, Novell/IPX, IBM/SNA, and Appletalk internets are included. Each
of these sections describes the symptoms of the problem(s), the internetworking
environment, problem cause alternatives, the process of 1solating those causes, and a
summary of the process.

Chapter 9, “Troubleshooting Internet Performance,” focuses on common symptoms
associated with poor performance in internetworks, possible causes of those symptoms, and
general suggestions for identifying, isolating, and resolving causes.

Chapter 10, “Debug Command Reference,” presents reference information on over 40
commands that you can use as tools to debug your internetwork. Descriptions of the uses of
these commands, sample output displays, and explanations of these displays are included.

Appendix A, “X.25 Cause and Diagnostics Codes,” lists the codes that can appear in output
from the Debug X.25, Debug X.25-Events, and Debug X.25-VC debugging commands.

Appendix B, “Technical Support Information List,” lists the information you can provide
your technical support representative in order to speed up and facilitate problem resolution.

Appendix C,“Problem Solving Checklist/ Worksheet,” includes a worksheet that you can
use to structure your strategy for problem isolation and resolution.

Appendix D, “Creating Core Dumps,” describes the various ways that you can capture core
dump information following a router crash and transmit that information to your technical
support representative for further analysis.

Appendix E, “References and Recommended Reading,” lists commercially available
publications that provide background information on troubleshooting internetworks and the
protocols covered in this guide. It also includes a section listing other technical publications
that you may find useful.
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Document Conventions

The command descriptions use these conventions:

Commands and keywords are in boldface.
Filenames, directory names, and variables for which you supply values are in italics.
Elements in square brackets ([ ]) are optional.

Alternative but required keywords are grouped in braces ({ }) and are separated by a
vertical bar (]).

A string is defined as a nonquoted set of characters. For example, when setting up a
community string for SNMP to “public”, do not use quotes around the string or the
string will be set to “public”.

The samples use these conventions:

Terminal sessions are printed in a screen font.
Information you enter is in a boldface screen font.
Nonprinting characters are shown in angle brackets (<>).

Information the system displays is in screen font, with default responses in square

brackets ([ ]).

This publication also uses the following conventions:

Note: is a special paragraph that means reader take note. It usually refers to helpful sugges-
tions, the writer’s assumptions, or reference to materials not contained in this manual.

n Caution: is a special paragraph that means reader be careful. It means that you are capable
of doing something that might result in equipment damage, or worse, that you might have
to take something apart and start over again.

Related Documentation

Following s a list of related publications shipped with the router product:

Router Products Configuration and Reference
Internetworking Terms and Acronyms
System Error Messages

Router Products Getting Started Guide

About This Manual 8 xxix



a  Configuration notes for your router product, if applicable

m  Hardware installation and maintenance publication for your router product

To order these publications or additional copies of Troubleshooting Internetworking Systems,
contact your sales representative. (The Customer Order Number for each manual is located

at the bottom of the title page.) Customer Service can provide you with the name of your
sales representative if necessary.

Phone: 1-800-553-NETS (6387) or (415) 326-1941

E-mail: customer-service@cisco.com
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Service and Support

Cisco Systems provides a full range of support services to ensure that you get maximum
network uptime with low life-cycle equipment cost. This section contains instructions for
contacting Customer Service and for obtaining assistance through the Technical Assistance
Center (TAC). It also contains warranty and service information.

Warranty Information

All Cisco Systems products are covered under a limited factory warranty. This warranty
covers defects in the hardware, software, or firmware. Refer to the Cisco Systems Customer
Services Product Guide for more information on Cisco’s warranty policy, or contact Customer
Service at 1-800-553-NETS or (415) 326-1941.

Note: Warranty and other service agreements may differ for international customers.
Contact your closest Cisco regional representative for more information.

Maintenance Agreements

Cisco Systems offers a Comprehensive Hardware Maintenance Agreement throughout
North America that includes on-site remedial services, software support, a 24-hour
emergency hot line, overnight parts replacement. and an escalation procedure. Cisco also
offers software, maintenance, and advanced replacement services under a SMARTnet
agreement for customers who desire those services. Noncontract maintenance services are
provided at current time-and-materials rates. For more information, contact Customer
Service at 1-800-553-NETS or (415) 326-1941.

Service and Support B xxxi



Customer Support

Cisco’s maintenance strategy is based upon customer-initiated service requests to the Cisco
Systems Technical Assistance Center (TAC). The TAC coordinates all customer services,
including hardware and software telephone technical support, onsite service requirements,
and module exchange and repair.

The TAC is available Monday through Friday from 6:00 a.m. to 6:00 p.m. Pacific Coast time
(excluding company holidays) at the numbers that follow. If you must return your Cisco
equipment for repair or replacement, contact the TAC or a Cisco regional representative for
more information.

Hardware and software support specialists who help diagnose and solve customer problems
will be able to isolate and solve your problem much faster if you are prepared with the
information they need (see the TAC escalation procedures page shipped with this product).
When you call the TAC, have the following information ready:

@ Chassis serial number
s Maintenance contract number
@ Software version and hardware configuration
You can display your software version level and your hardware configuration by using

the show version command.

Technical Assistance (TAC):

1-800-553-2447 Fax: (415) 903-8787
(415) 688-8209 E-mail:  tac@cisco.com

Sales, Orders, Questions, and Comments:

1-800-553-NETS (6387)  Fax: (415) 903-8080
(415) 903-7208 E-mail: csrep@cisco.com
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Obtaining Additional Information

This section describes how to obtain additional Cisco publications and includes tips for
obtaining books, standards, and other information about networks and data communications

that might be helpful while using Cisco products.

Ordering Additional Cisco Publications
To order these publications or additional copies of Troubleshooting Internetworking Systems,
contact your sales representative. (The Customer Order Number for each manual is located
at the bottom of the title page.) Customer Service can provide you with the name of your
sales representative if necessary.

1-800-553-NETS (6387)
(415) 326-1941

E-mail: customer-serviceécisco.com

Obtaining Cisco Technical Information Electronically

Cisco provides a directory of documents that you can access electronically using File Transfer
Protocol (FTP).The directory includes such publications as product release notes,
descriptions of Management Information Bases (MIBs), commonly used Requests for
Comments (RFCs), and technical notes. The directory does not include electronic versions

of Cisco technical manuals.

To obtain these technical documents, proceed as follows:

Step 1: At your server prompt, use the ftp command to connect to address fip.cisco.com.
% ftp ftp.cisco.com

When you connect to the directory, you are greeted with an informational
banner:

Connected to dirt.cisco.com.
220 dirt FTP server (Version 5.51.28 Mon Jan 13 17:51:58 PST 1992)
ready.

This is followed by a login prompt.
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Step 2:  Enter the word anonymous as your login name:

Name (ftp.cisco.com:cindy): anonymous

The system responds with this message:

331 Guest login ok, send ident as password.
Password:

Step 3:  Enter your login name at the Password: prompt. The following message and
ftp> prompt appear:

230 Guest login ok, access restrictions apply.
ftp>

Step 4:  To obtain a list of available files, enter get README at the ftp> prompt:

ftp> get README

200 PORT command successful.

150 Opening ASCII mode data connection for README (10093 bytes).
226 Transfer complete.

local: README remote: README

10307 bytes received in 0.17 seconds (59 Kbytes/s)

Step 5:  Enter the get command and the full filename for each file you require.
Step 6:  To exit FTP, use the quit command.

ftp> quit
221 Goodbye.

Note: In the FTP directory, the Is command does not accept wildcards; therefore, you
cannot use this command to obtain a list of available files. To obtain a list of available files,
you must use the README file.

Obtaining Information from Other Sources

This section describes how to obtain RFCs and technical standards.

For a list of relevant publications from other sources, see Appendix E, “References and
Recommended Reading”

Obtaining RFCs

Information about the Internet suite of protocols is contained in documents called Requests
for Comments, or RFCs. These documents are maintained by Government Systems, Inc.
(GSI).You can request copies by contacting GSI directly, or you can use the TCP/IP File
Transfer Protocol (FTP) to obtain an electronic copy.
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Contacting GSI

You can contact GSI through mail, by telephone, or through electronic mail.

Government Systems, Incorporated
Attn: Network Information Center
14200 Park Meadow Drive, Suite 200
Chanully,Virginia 22021

1-800-365-3642

(703) 802-4535
(703) 802-8376 (FAX)

NIC@NIC.DDN.MIL
Network address: 192.112.36.5
Root domain server: 192.112.36.4

Obtaining an Electronic Copy

To obtain an electronic copy of an RFC via FTP, complete the following steps:

Step 1: At your server prompt, use the ftp command to connect to address nic.ddn.mil:
% ftp nic.ddn.mil
The following display appears, followed by a login prompt:
Connected to nic.ddn.mil.
220-*****elcome to the Network Information Center*****
*****[ 0gin with username "anonymous" and password "guest"
***x*x*yoy may change directories to the following:
ddn-news - DDN Management Bulletins
domain - Root Domain Zone Files
ien - Internet Engineering Notes
lesg - IETF Steering Group
iecf - Internet Engineering Task Force
internet-drafts - Internet Drafts
netinfo - NIC Information Files
netprog - Guest Software (ex. whois.c)
protoco:-s - TCP-IP & OSI Documents
rfc - RFC Repository
scc - DDN Security Bulletins
220 And more.
Step 2: At the login prompt, enter the word anonymous as your login name:
Name (nic.ddn.mil:cindy): anonymous
The NIC responds with this message:
331 Guest login ok, send "guest" as password.
Password:
Step 3:  Enter the word guest at the Password: prompt. The following message and ftp>

prompt appear:

230 Guest login ok, access restrictions apply.

frp>
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Step 4:

Use the cd command to change directories. The following example illustrates
how to change the RFC directory and obtain RFC 1158:

ftp> cd rfc
250 CWD command successful.
ftp> get rfcll58.txt

Step 5:  To exit the FTP facility, enter the quit command at the ftp> prompt.

Obtaining Technical Standards

Following are additional sources for technical standards:

@ Omnicom, 1-800-OMNICOM

m  Global Engineering Documents, 2805 McGraw Ave., [rvine, CA 92714
1-800-854-7179

m  American National Standards Institute, 1430 Broadway, New York, NY 10018
(212) 642-4932 or (212) 302-1286
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Chapter 1
Troubleshooting Overview

Internetworks come in a variety of topologies and levels of complexity—from single-
protocol, point-to-point links connecting cross-town campuses to highly meshed, large-scale
WAN:Ss traversing multiple time zones and international boundaries. The overall trend is
toward increasingly complex environments, involving multiple media, multiple protocols,
and sometimes interconnection to ‘“‘unknown” networks. As a result, the potential for
connectivity and performance problems in internets is often high, even when all elements of
an environment appear to be fully operational. The objective of this publication is to help
you identify potential problem sources in your internet and then to systematically resolve

problems that arise.

Note: In this release of Troubleshooting Internetworking Systems, coverage focuses on
AppleTalk, IBM SNA, Novell IPX, TCP/IP, and WAN/serial internets. Subsequent releases
will cover additional protocols and technologies.

Focus on Symptoms, Causes, and Actions

Failures in internets are characterized by certain symptoms (such as clients being unable to
access specific servers). Each symptom can be diagnosed based on problems or causes using
specific troubleshooting tools. Once identified, each cause can be remedied by implementing
a series of actions.

Use this manual as a starting point to develop a problem-solving process for your
internetwork.This publication aims to integrate the process of symptom definition, problem
identification, and action implementation into an overall troubleshooting model. It illustrates
how problems can be detected and diagnosed within the context of case environments.
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What This Guide Is Not

With these broad objectives stated, it is equally important to outline topics that are beyond
this publication’s scope.

This publication is not to intended to be the last word in troubleshooting. You will not
find every “corner case” (or obscure anomaly) and subtle protocol problem. Instead,
Troubleshooting Internetworking Systems is a roadmap that illustrates the common pitfalls and
problems most frequently encountered by internetwork administrators.

Troubleshooting Internetworking Systems is not a maintenance and repair guide; nor is it a
reference guide. Refer to your hardware installation and maintenance publication for ad-
ditional details regarding maintenance of Cisco hardware. Refer to the Router Products
Configuration and Reference publication for configuration command details.

This publication recommends actions for resolving a spectrum of common internet-
working problems. In general, it assumes that routers are operational. However, several
brief tables provided later in this chapter summarize typical router hardware problems.

Finally, Troubleshooting Internetiorking Systems is not a network troubleshooting publica-
tion. Although suggestions are provided in this chapter about troubleshooting certain
media (including Ethernet, FDDI, serial, and Token Ring), the focus of the publication
is not on troubleshooting media, per se. Several commercially available publications
provide this information. One is Mark Miller’s LAN Troubleslooting Handbook. Appendix
E,“References and Recommended Readings,” suggests some others.

What, then, does that leave? The discussions that follow outline how you can use this
publication to resolve common internetworking problems.

The remainder of this overview addresses the following topics:

Using this publication

Using Cisco diagnostic tools

Diagnosing Cisco hardware

Using CiscoWorks to troubleshoot your internet
Using third-party troubleshooting tools

Troubleshooting media problems
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Using This Publication

Troubleshooting Internetworking Systems focuses on identifying failure symptoms and their
associated causes, detecting and isolating those causes, and then resolving problems through
specific actions. The symptom discussions and scenarios provided concentrate on issues
pertaining to router configuration and the interoperation of nodes within a multivendor
internetwork.

Within this context, use Troubleshooting Internctiorking Systems as a guide to:

a [dentify possible problem causes when your internet is down or slow

a  Get direction about resolving problems

m See what kinds of problems have been encountered and resolved in the past
@ Avoid falling into the same traps

@ Develop your own processes for troubleshooting

To support these activities, this guide uses three key organizational elements (defined in the
discussions that followy):

@ General problem-solving model
® Symptom tables

@ Troubleshooting scenarios

[n addition, this overview provides guidelines for the following tasks:

s Using this guide to troubleshoot problems

m  Using this guide as a tutorial

General Problem-Solving Model

Before embarking on your troubleshooting effort, be sure to have a plan in place to identify
prospective problems, isolate the likely causes of those problems, and then systematically
eliminate each potential cause.

The problem-solving model that follows is not a rigid “cookbook” for solving
internetworking problems. It is a foundation from which you can build problem-solving
plans to suit your particular environment.

Problem-Solving Model Components

Figure 1-1 illustrates process flow for the general problem-solving model described in the
steps that follow.
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Figure 1-1  General Problem-Solving Flow Diagram

The following steps detail the problem-solving process outlined in Figure 1-1:

Step 1:  Define problems in terms of a set of symptoms and associated causes.

Make a clear problem statement. You must recognize and define the problem/
failure mode by identifying any associated general symptoms and then identifying
the possible kinds of problems that result in the listed symptoms.

For example, certain hosts might not be responding to service requests from
certain clients (a symptom). Possible causes include a misconfigured host, bad
interface cards, or missing router commands.

Step 2:  Gather facts.

Once your symptoms are listed and possible causes identified, collect facts. Fact

gathering might involve obtaining network analyzer traces, serial line traces, stack
dumps, core dumps, and output from a variety of show and debug commands.
The definition of the problem will point to a more specific set of data to gather.

Step 3:  Consider possibilities based on facts.

Armed with a working knowledge of the product, you should be able to
eliminate entire classes of problems associated with system software and hardware.
This way, you can narrow the scope of interest to only those portions of the
product, media, or host problems that are relevant to the specific problem or
failure mode.

Step 4:  Create an action plan.

The action plan should be based on the set of possibilities you just derived.Your
action plan must limit manipulation to one variable at a time.This approach allows
you to reproduce a given solution to a specific problem. If you alter more than
one variable simultaneously, you might solve the problem, but identifying the
specific change that eliminated the symptom becomes more difficult.
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Step 5:  Implement action plan.

This phase consists of executing the action plan you just created. [t is important
to be very specific in creating the action plan (that is, identify a specific set of steps
and then carefully implement each step).

Step 6:  Observe results of each action.

After having manipulated a variable in an attempt to find a solution to a problem,
be sure to gather results based on this action plan (obtain relevant traces, capture
debug command data, examine output of show commands, etc.). This data can
be used to fine-tune the action plan until the proper solution is achieved. It is
during this phase that you must determine whether the problem has been
resolved. This is the exit point of the iterative loop shown in Figure 1-1.

Step 7:  Narrow possibilities based on results.

In order to reach a point where you can exit this problem/solution loop, you must
strive to make continuous progress toward a smaller set of possibilities, until you
are left with one.

Step 8:  Ilteratively apply problem-solving process.

After narrowing your possibility list, repeat the process, starting with a new action
plan based on a new (possibly shorter or longer) list of possibilities. Continue the
process until a solution is found. Problem resolution can consist of several modi-
fications to hosts, routers, or media.

Note: If you exhaust all the common causes and actions (either those suggested here or
ones that you have identified for your environment), your last recourse is to contact your
router technical support representative. Appendix B, “Technical Support Information List,”
outlines information needed by technical support representatives to troubleshoot internet-
working problems. One objective of this publication is to help you develop your own
processes for gathering data, resolving problems, and preventing problems from recurring
(with a minimum of downtime and external intervention).

Symptom Modules

The symptom modules in this publication are not comprehensive case studies, but instead are
brief snapshots of likely problems associated with a specific symptom. Use them as tools for
compiling lists of candidate problems (by symptom).The connectivity and performance
chapters (such as Chapter 3,“Troubleshooting Apple Connectivity™) are organized around
the symptom modules. These chapters are not meant to be read from beginning to end;
rather, specific information in these symptom-oriented chapters is intended to be found as
needed.

Each symptom module includes a brief summary statement and a table listing possible
causes.A series of suggested actions is provided for each listed cause to help you determine

whether the specific cause is actually the source of the symptom and then to resolve the
problem.
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Troubleshooting Scenarios

The troubleshooting scenarios combine the problems and actions presented in symptom
modules with the methods outlined in the “General Problem-Solving Model” within a
context of integrated case studies.

Each scenario outlines a set of “observed” symptoms, an internetworking environment, and
a list of likely problems for each symptom. Scenarios focus on the process of problem
diagnosis (discovery), isolation, and resolution. Not all symptoms discussed in this
publication are explored in the scenarios. Instead, selected multiple symptoms are addressed
per scenario. An effort has been made to pick common, realistic problems.

Using This Publication to Troubleshoot Specific Symptoms

When using this publication to troubleshoot your internet, follow these general steps:

Step 1:  Identify symptoms being experienced on your internetwork.

Step 2:  Eliminate Cisco hardware as a possible problem (refer to “Diagnosing Cisco
Hardware”) by either fixing any hardware problems or ruling out Cisco hardware
as a possible cause.

Step 3:  Scan the symptom modules provided in the various chapters addressing the
technologies or protocols used in your internet to identify similar symptoms.

Step 4:  Within identified symptom modules, evaluate problems listed in the associated
“Possible Causes and Suggested Actions” section.

Step 5:  Systematically and iteratively apply actions for each suspect problem until all
symptoms are eliminated or the possible cause list is exhausted.

Using This Publication as a Tutorial

When using this guide as a tutorial, associated activities are a little less structured than when
using it to troubleshoot a specific problem. Nonetheless, you can think of the learning
process as a series of steps, as follows:

Step 1:  Review “General Problem-Solving Model” earlier in this chapter to see how
Cisco recommends approaching the troubleshooting process.

Step 2:  Read through the scenarios presented in Chapter 2,“Connectivity Problem
Scenarios,” and Chapter 8, “Performance. Problem Scenarios.”

Step 3:  Characterize similarities or differences between these scenarios and your own
internetworking environment.

Step 4:  Review the symptom modules associated with protocols or technologies
implemented in your internet.

Step 5:  Develop a list of possible symptoms and problems that you encounter in your
internet. Be as specific as possible. Keep this list on hand in a troubleshooting
binder.

Step 6: When similar symptoms occur, use this list to start the troubleshooting process.
Remember to modify your problem-solving procedures as you find subtleties
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associated with your implementation.The key to developing an eftective response
to problems in your environment is being able to identify the causes of those
problems and then implement an action plan. Whatever you can do to preempt
time spent in diagnosis will pay off in terms of reducing downtime.

Step 7:  Periodically revisit this process to accommodate changes and additions to your

internet.

Using This Publication with Other Cisco Publications

Troubleshooting Internetworking Systems is one of several Cisco information resources that are
essential for building Cisco-based internetworking environments. These resources include

the following:

Getting Started Guides—The getting started guides provide crucial information for first-
time startup. Information includes a step-by-step initialization process. Separate manuals
are provided for routers, communication servers, and protocol translators.

Hardware Installation and Maintenance—The hardware installation and maintenance
manuals are essential when bringing a new router on line. Information includes product
overview, preinstallation information, installing the hardware (cabling, rack-mounting),
troubleshooting for initial hardware configuration, user-configurable jumpers and switch
settings, cabling instructions, and LED functional definitions.

Router Products Configuration and Reference—The configuration and reference guide is the
key system software reference publication for all information about configuring and
monitoring your router. Information includes step-oriented task lists and complete
reference material for configuration and system monitoring commands.

System Error Messages—The error messages handbook lists and describes system error
messages for routers, communication servers, and protocol translators. Not all messages
indicate problems with a system. Some are informational, while others can help diagnose
media, hardware, and software problems.

Release Notes—Generally, a release note is the first place to look when configuring a new
system. Information includes a summary of new software features, a listing and descrip-
tion of known bugs, descriptions of microcode revisions, a hardware/software compati-
bility matrix, hardware caveats, and a summary of new hardware features.

Configuration Notes—Configuration notes are required reading for performing any
upgrade or other change. Information includes installation and configuration instruc-
tions for spare or replacement and upgrade parts (such as cards, appliques, system
software, and microcode).

CiscoWorks User Guide—This guide provides detailed information about remote manage-
ment of Cisco internetworking systems using the CiscoWorks network management ap-
plication package.

Customner Information Online (CIO)—Clisco’s online information resource provides appli-
cation information and current bug descriptions. This service is provided by Cisco’s
Customer Engineering (CE) organization. Contact your technical support representative
for more information about accessing this database.
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Using Cisco Diagnostic Tools
The following tools are universally applicable when gathering information to troubleshoot
problems in Cisco internetworks:
s show EXEC commands
@ debug diagnostic EXEC commands.
a ping (Echo Request/Echo Reply) and trace diagnostic tests

a exception dump and write core configuration commands

The discussions that follow summarize using these tools. Chapter 10, “Debug Command
Reference,” defines the debug commands for protocols and technologies discussed in this
publication, and Appendix D,“Creating Core Dumps,” describes the exception dump and
write core commands.

The Router Products Configuration and Reference publication details the show, ping, and trace
commands.

Using Show Commands

The router’s show commands are among your most important tools for understanding the
status of a router, detecting neighboring routers, monitoring the network in general, and
isolating problems in the internet.

These commands are essential in almost any troubleshooting and monitoring situation. Use
show commands for the following activities:

®  Monitoring router behavior during initial installation

m  Monitoring normal network operation

m [solating problem interfaces, nodes, media, or applications
@ Determining when a network is congested

m Determining the status of servers, clients or other neighbors

For some protocols, such as Novell IPX and AppleTalk, the methodical use of show
commands is one the most reliable ways to create a topology map of your internetwork.To
create a topology map, use the show commands as follows:

Step 1:  Use the appropriate show protocol route command (such as show novell route)
to determine which neighbors are directly connected.

Step 2:  Record the names and network addresses of all directly connected neighbors.

Step 3:  Open a connection to each of these directly connected neighbors and obtain the
output of the show protocol route command at those neighbors.

Step 4:  Continue this process for all routers in your internet.

The resulting map reflects all paths to the routers in your internet.
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Using Debug Commands

The debug EXEC commands can provide a wealth of information about the traffic being
seen (or not seen) on an interface, error messages generated by nodes on the network,
protocol-specific diagnostic packets, and other useful troubleshooting data. But beware!
These commands often generate data that is of little use for a specific problem.

Use debug commands to isolate problems, not to monitor normal network operation. Do
not use debug commands unless you are looking for specific types of traffic or problems and
have narrowed your problems to a likely subset of causes.

This publication does not document every debug command that exists in the router code,
but only those identified as especially useful for troubleshooting specific media and protocols.

Caution: Throughout this publication, the use of debug commands is suggested for

A obtaining information about network traffic and router status. Use these commands with
great care. In general, it is recommended that these commands only be used under the
direction of your router technical support representative when troubleshooting specific
problems. Enabling debugging can disrupt operation of the router when internets are expe-
riencing high load conditions. When you finish using a debug command, remember to
disable it with its specific undebug command or with the undebug all command.

Using Ping and Trace Commands

Two of the most useful internetworking diagnostic tools are the ping and trace features. The
ping capability provides a simple mechanism to determine whether packets are reaching a
particular destination. The trace capability allows you to determine the specific path taken to
a destination and where packets are stopping. Together, these functions may be two of the
most important troubleshooting tools available. Trace is supported with TCP/IP, ISO CLNS,
and Banyan VINES on the router. Ping is supported with AppleTalk, TCP/IP,ISO CLNS,
Novell IPX, and Banyan VINES.

Using Core Dumps

The exception dump global configuration command and write core command are
among the more obscure (although useful) diagnostic commands available in your router
toolkit. When a router’s system software fails, using the exception dump command to
obtain a core dump is sometimes the only way to determine what happened. The write core
command is useful if the router is malfunctioning but has not crashed.

Caution: Use these commands only in coordination with a qualified technical support

A representative. The resulting binary file must be directed to a specific syslog server and sub-
sequently interpreted by qualified technical personnel. Appendix D,*Creating Core Dumps,”
briefly describes the process.
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Diagnosing Cisco Hardware

Although this publication focuses on troubleshooting overall internetworking problems, the
following tables provide some suggestions for diagnosing router hardware problems.Your
installation and maintenance publication provides specific LED indicator information for
system appliques and front panels.

This overview is not a step-by-step procedure. It is included as a “mental checklist” and
should be used as a starting point for troubleshooting. The following discussion suggests a
three-stage process:

m  Physically inspecting your system
m  Applying power and evaluating the system

m  Testing and verifying operation

Each of these stages is discussed separately.

Physically Inspecting Your System

When initially evaluating a suspect system, keep the following three rules in mind:

s Contrast what should be happening with what is happening.
® Do not overlook the obvious.

m Do not alter anything before power-up; do not mask a possible failure.

At this stage, concentrate on problems that are obvious. Follow these inspection steps:

Step 1:  Look for loose cards, cables, and appliques. Be sure to reseat any that are loose.
When cards are new, sometimes a thin film of carbon or oxidation buildup
prevents good contact. After reseating each board once or twice, you should
achieve good contact.

Step 2:  Remove the top of the chassis and inspect the interior. Are the wires to the power
supply connected correctly? Are they burned?

Step 3:  Look for burned cards, backplanes, and ribbon cables. Are there any visibly
crimped or shorted wires or cables?

Step 4:  Check for missing or loose parts, incorrectly connected cables, and anything that
appears out of place. Does the unit need to be cleaned? Is there damage to the
interior or exterior?

Note: Do not change anything before powering up the system for evaluation. Making changes can
mask other problems. Do not alter anything, even if it appears to be out of place, so that you
can determine the source of suspected hardware problems during subsequent evaluation.
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Applying Power and Evaluating the System
Once you have inspected the system, apply power to the unit and observe its behavior. When
applying power to a unit, remember the following rules:
@ Do not overlook the obvious (does this seem familiar?).
s Do not jump to conclusions or make unnecessary assumptions.

s Make the symptoms explain the problem.

If you suspect a hardware problem, follow these steps to evaluate operational conditions upon
power-up:
Step 1:  Power up the system (when system is off line).

Step 2:  Use a voltmeter to ensure that all the power supply voltages are within
specifications. Refer to the configuration note for your power supply model.

Note: Configuration notes are only shipped with spares and replacement parts.

Step 3:  Compare system behavior against symptoms outlined in Table 1-1.

Step 4:  If a failure does not fit the examples in Table 1-1, verify that the software in the
processor and the microcode in the various cards are labeled correctly, are in the
appropriate order, and are compatible with the individual card revisions within
the chassis. Refer to the release document provided with your system.

Step 5:  If the system boots, use show controllers {token|mci|fddi|cbus} to ensure
that the interface hardware addresses are nonzero. Hardware addresses of all zeros
will cause problems in a network.

Note: If the system boot-up sequence requires a password, the memory card and circuitry
are working correctly. If the configuration in memory does not match the hardware config-
uration, problems can occur. Possible problems include hung ports, uninitialized ports, ping
failures, local and multibus timeout errors, and reboots.
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Table 1-1  Power-up Problem Symptoms and Possible Causes

Symptoms at Power-Up Possible Causes

No response from chassis Fuse blown (3000, 4000, and I-, M-, and C-chassis)
Bad power supply

Bad switch

Bad backplane

Bad breaker (AGS/AGS+)

Bad fan
Bad 12V power supply

No fan (MGS/CGS)

Shorted or broken wires
Bad blower

Bad breaker

Tripped breaker

No blower (A-type/AGS+)

Shorted or broken wires
Bad 110/220 capacitor

No LED:s on at boot

Bad 5V power supply (no LEDs on card); box may boot

Shorted or broken wires

System will not boot Bad power supply
Miswired power supply

Bad/disconnected console cable (system still boots; no monitor output)

Bad software

[
[
[
m Bad processor card or card is poorly seated
[
s Bad memory board

[

Shorted wires

No cards show up in power-
up message display

m Bad backplane

m  Bad processor/controller/interface card
m Cards not seated in backplane
[

Bad power supply

Breaker trips or fuse blows Bad power supply

Bad backplane

Shorted wires

Load too large on power supply
No load on power supply

Bad breaker

Bad blower

Bad card

Bad processor/controller/interface card
Bad backplane
Bad power supply

Constant or partial reboot

Bad software

Bad microcode
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Testing and Verifying Operation
If replacing a part or card to remedy a suspected problem, remember the following rules:
@ Make only one change at a time.
s Eliminate suspected problems one at a time.
@ Think in terms of card replacement only.

m  Keep track of any unrecorded failure symptoms or unexpected behaviors for future
revisions of this guide.

@ To test a system, start with a simple hardware configuration and add one card at a time
until a failed interface appears or is isolated. Use a simple software configuration and test
connectivty using a ping test.

Use Table 1-2 as the next step in evaluating hardware. The problems listed are not all of the
possible failures for each product, but do represent commonly encountered symptoms.
Where applicable, possible error messages associated with failure symptoms are also listed.

If you determine that a part or card replacement is required, contact your sales or technical
support representative. Specific instructions concerning part or card installation are included
with the configuration note provided with the replacement.

If a part replacement appears to solve a problem, make certain to reinstall the suspect part to
verify the failure. Remember, if something seems too good to be true, it probably is; always
double-check a repair.
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Table 1-2  Failure Symptoms by Card or Product Type.

Card Type or Part Failure Symptoms This Card May Cause
CSC-ENVM

System is down after running a short time; DC voltages off; blower on.
System will not power up; DC voltages off; blower on.

Configuration cannot be written to memory; loses memory over time

ENVM fails to shut system down even with excessive heat or DC
voltage.

Error Messages—Bad checksum for configuration memory, configuration
memory not set up, nonvolatile memory not pres<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>