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About This Manual

This section discusses the objectives, audience, organization, and conventions of the
Internetworking Technology Overview publication. It also lists related Cisco publications.

Document Objectives

This publication provides technical information on Cisco-supported internetworking
technologies. It is designed for use in conjunction with other Cisco manuals or as a stand-
alone reference.

The Internetiorking Technology Overview is not intended to provide all possible information on
the included technologies. Because a primary goal of this publication 1s to help network
administrators configure Cisco products, the publication emphasizes Cisco-supported
technologies.

Audience

The Internetworking Teclnology Overview is written for anyone who wants to understand
mternetworking technologies. Cisco anticipates that many readers will use information in

this publication to help contigure Cisco products, but others also may find 1t useful.

Readers will better understand the material in this publication if they are familiar with
networking terminology. Cisco’s Internetworking Terms and Acronyms publication is a useful
reference tor those with minimal knowledge of networking terms.
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Document Organization

This publication is divided into seven parts. Each part is concerned with introductory
material or a major area of internetworking technology and comprises chapters describing

related tasks or functions.

Part 1, “Internetworking Basics,” presents concepts basic to the understanding of inter-
networking and network management.

Part 2,“Media-Access Technologies,” describes standard protocols used for accessing
network physical media.

Part 3, “Packet-Switching Technologies,” describes standard protocols used to
implement packet-switching.

Part 4,“Routed Protocols,” describes several standard networking protocol stacks that
can be routed through an internetwork.

Part 5,“Routing Protocols,” describes protocols used to route information through an
internetwork.

Part 6, “Bridging Technologies,” describes protocols and technologies used to provide
Layer-2 connectivity between subnetworks.

Part 7,“Network Management,” describes network management protocols, architec-
tures, and technologies.

Document Conventions

In this publication, the following conventions are used:

Commands and keywords are in boldface.

New, important terms are italicized when accompanied by a definition or discussion of
the term.

Protocol names are italicized at their first use in each chapter.

Note: Means reader take note. Notes contain helpful suggestions or references to materials
not contained in this manual.
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Related Cisco Documentation

Following is a list of related Cisco publications:

a  Internenvorking Terms and Acronyms

@ Router Products Configuration and Reference,Vols. 1-3

To order these publications or additional copies of the Internetiworking Technology Overview,
contact your sales representative. (The Customer Order Number for each manual is located
at the bottom of the title page.) Customer Service can provide you with the name of your
sales representative if necessary.

Phone: 1-800-553-NETS (6387) or (415) 326-1941

E-mail: customer-service@cisco.com
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Service and Support

Cisco Systems provides a full range of support services to ensure that you get maximum
network uptime with low life-cycle equipment cost. This section contains instructions for
contacting Customer Service and for obtaining assistance through the Technical Assistance
Center (TAC). It also contains warranty and service information.

Warranty Information

All Cisco Systems products are covered under a limited factory warranty. This warranty
covers defects in the hardware, software, or firmware. Refer to the Cisco Systems Customer
Services Product Guide for more information on Cisco’s warranty policy, or contact Customer
Service at 1-800-553-NETS or (415) 326-1941.

Note: Warranty and other service agreements may differ for international customers.
Contact your closest Cisco regional representative for more information.

Maintenance Agreements

Cisco Systems offers a Comprehensive Hardware Maintenance Agreement throughout
North America that includes on-site remedial services, software support, a 24-hour
emergency hot line, overnight parts replacement, and an escalation procedure. Cisco also
offers software, maintenance, and advanced replacement services under a SMARTnet
agreement for customers who desire those services. Noncontract maintenance services are
provided at current time-and-materials rates. For more information, contact Customer
Service at 1-800-553-NETS or (415) 326-1941.
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Customer Support

Cisco’s maintenance strategy is based upon customer-initiated service requests to the Cisco
Systems Technical Assistance Center (TAC).The TAC coordinates all customer services,
including hardware and software telephone technical support, onsite service requirements,
and module exchange and repair.

The TAC is available Monday through Friday from 6:00 a.m. to 6:00 p.m. Pacific Coast time
(excluding company holidays) at the numbers that follow. If you must return your Cisco
equipment for repair or replacement, contact the TAC or a Cisco regional representative for
more information.

Hardware and software support specialists who help diagnose and solve customer problems
will be able to isolate and solve your problem much faster if you are prepared with the
information they need (see the TAC escalation procedures page shipped with this product).
When you call the TAC, have the following information ready:

m  Chassis serial number
s Maintenance contract number
m  Software version and hardware configuration
You can display your software version level and your hardware configuration by using

the show version command.

Technical Assistance (TAC):

1-800-553-2447 Fax: (415) 903-8787
(415) 688-8209 E-mail: tac@cisco.com

Sales, Orders, Questions, and Comments:

1-800-553-NETS (6387)  Fax: (415) 903-8080
(415) 903-7208 E-mail: csrep@cisco.com
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Obtaining Additional Information

This section describes how to obtain additional Cisco publications and includes tips for
obtaining books, standards, and other information about networks and data communications
that might be helpful while using Cisco products.

Ordering Additional Cisco Publications

To order these publications or additional copies of the Internetworking Technology Overview
manual, contact your sales representative. (The Customer Order Number for each manual is
located at the bottom of the title page.) Customer Service can provide you with the name
of your sales representative if necessary.

1-800-553-NETS (6387)
(415) 326-1941

E-mail: customer-service@cisco.com

Obtaining Cisco Technical Information Electronically

Cisco provides a directory of documents that you can access electronically using File Transfer
Protocol (FTP).The directory includes such publications as product release notes,
descriptions of Management Information Bases (MIBs), commonly used Requests for
Comments (RFCs), and technical notes. The directory does not include electronic versions
of Cisco technical manuals.

To obtain these technical documents, proceed as follows:
Step 1: At your server prompt, use the ftp command to connect to address fip.cisco.com.
% ftp ftp.cisco.com

When you connect to the directory, you are greeted with an informational
banner:

Connected to dirt.cisco.com.
220 dirt FTP server (Version 5.51.28 Mon Jar 13 17:51:58 PST 1992)
ready.

This is followed by a login prompt.
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Step 2:

Step 3:

Step 4:

Step 5:
Step 6:

Enter the word anonymous as your login name:

Name (ftp.cisco.com:cindy): anonymous

The system responds with this message:

331 Guest login ok, send ident as password.
Password:

Enter your login name at the pPassword: prompt.The following message and ftp>
prompt appear:

230 Guest login ok, access restrictions apply.
ftp>

To obtain a list of available files, enter get README at the ftp> prompt:

ftp> get README

200 PORT command successful.

150 Opening ASCII mode data connection for README (10093 bytes).
226 Transfer complete.

local: README remote: README

10307 bytes received in 0.17 seconds (59 Kbytes/s)

Enter the get command and the full file name for each file you require.

To exit FTP, use the quit command.

ftp> quit
221 Goodbye.

Note: In the FTP directory, the Is command does not accept wildcards; therefore, you
cannot use this command to obtain a list of available files. To obtain a list of available files,
you must use the README file.

Obtaining Information from Other Sources

This section describes how to obtain RFCs and technical standards.

For a list of relevant publications from other sources, see Appendix A, ‘“References.”

Obtaining RFCs

| Information about the Internet suite of protocols is contained in documents called Requests

for Comments, or RFCs. These documents are maintained by Government Systems, Inc.
(GSI).You can request copies by contacting GSI directly, or you can use the TCP/IP File
Transfer Protocol (FTP) to obtain an electronic copy.
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Contacting GSI

You can contact GSI through mail, by telephone, or through electronic mail.

Government Systems, Incorporated
Attn: Network Information Center
14200 Park Meadow Drive, Suite 200
Chantilly,Virginia 22021

1-800-365-3642
(703) 802-4535
(703) 802-8376 (FAX)

NIC@NIC.DDN.MIL
Network address: 192.112.36.5
Root domain server: 192.112.36.4

Obtaining an Electronic Copy

To obtain an electronic copy of an RFC via FTP, complete the following steps:

Step 1: At your server prompt, use the ftp command to connect to address nic.ddn.mil:

% ftp nic.ddn.mil

The following display appears, followed by a login prompt:

Connected to nic.ddn.mil.

220-*****Welcome to the Network Information Center*****
**xxx*xT0qin with username "anonymous" and password “guest"

directories to the following:

DDN Management Bulletins

Root Domain Zone Files

Internet Engineering Notes

IETF Steering Group

Internet Engineering Task Force

Internet Drafts

NIC Information Files

Guest Software (ex. whois.c)

TCP-IP & OSI Documents

RFC Repository

DDN Security Bulletins

*****You may change

ddn-news
domain
ien
iesg
ietf
internet-drafts
netinfo
netprog
protocols
rfc
scc

220 And more.

Step 2: At the login prompt, enter the word anonymous as your login name:

Name (nic.ddn.mil:cindy):

anonymous

The NIC responds with this message:

331 Guest login ok, send "guest" as password.

Password:

Step 3:  Enter the word guest at the Password: prompt. The following message and ftp>

prompt appear:

230 Guest login ok, access restrictions apply.

frp>

Obtaining Additional Information B xxv


mailto:NIC@NIC.DDN.MIL

Step 4:

Use the c¢d command to change directories. The following example illustrates
how to change the RFC directory and obtain RFC 1158:

ftp> ¢d rfc
250 CWD command successful.
ftp> get rfcll58.txt

Step 5:  To exit the FTP facility, enter the quit command at the ftp> prompt.

Obtaining Technical Standards

Following are additional sources for technical standards:

@ Omnicom, 1-800-OMNICOM

@ Global Engineering Documents, 2805 McGraw Ave., Irvine, CA 92714
1-800-854-7179

@ American National Standards Institute, 1430 Broadway, New York, NY 10018
(212) 642-4932 or (212) 302-1286
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Chapter 1
Introduction to Internetworking

Introduction

This chapter explains basic internetworking concepts. The foundational information
presented here helps the reader comprehend the technical material that makes up the bulk
of this publication. Sections on the OSI reference model, important terms and concepts, and

key organizations are included.

OSI Reference Model

Moving information between computers of possibly diverse design is a formidable task. In
the carly 1980s, the International Organization for Standardization (ISO) recognized the
need for a network model that would help vendors create interoperable network
mmplementations. The Open Systems Interconnection (OSI) referenice model, released in 1984,
addresses this need.

The OSI reference model quickly became the primary architectural model for
intercomputer communications. Although other architectural models (mostly proprietary)
have been created, most network vendors relate their network products to the OSI reference
model when they want to educate users about their products. As such, the model is the best
tool available to those hoping to learn about network technology.

Hierarchical Communication

The OSI reference model divides the problem of moving information between computers
over a network medium into seven smaller and more manageable problems. Each of the
seven smaller problems was chosen because it was reasonably self-contained and therefore
more easily solved without excessive reliance on external information.

Each of the seven problem areas is solved by a layer of the model. Most network devices
implement all seven layers. To streamline operations, however, some network
implementations skip one or more layers. The lower two OSI layers are implemented with
hardware and software; the upper five layers are generally implemented in software.
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The OSI reference model describes how information makes its way from application
programs (such as spreadsheets) through a network medium (such as wires) to another
application program in another computer. As the information to be sent descends through
the layers of a given system, the information looks less and less like human language and
more and more like the ones and zeros that a computer understands.

As an example of OSI-type communication, assume that System A in Figure 1-1 has
information to send to System B.The application program in System A communicates with
System A’s Layer 7 (the top layer), which communicates with System A’s Layer 6, which
communicates with System A’s Layer 5,and so on until System A’s Layer 1 is reached. Layer 1
is concerned with putting information on (and taking information off) the physical network
medium. After the information has traversed the physical network medium and been
absorbed into System B, it ascends through System B’ layers in reverse order (first Layer 1,
then Layer 2, and so on) until it finally reaches System B’s application program.

System A System B
7 * S e » + 7
v v
6 A € """ mmmm s > A 6
) * L]
Y ol \ 7
! A< A !
g
v Network v %

Figure 1-1  Communication Between Two Computer Systems

Although each of System A’s layers communicates with adjacent System A layers, their
primary objective is to communicate with their peer layers in System B.That is, the primary
objective of Layer 1 in System A is to communicate with Layer 1 in System B; Layer 2 in
System A communicates with Layer 2 in System B, and so on.This is necessary because each
layer in a System has certain tasks it must perform.To perform these tasks, it must
communicate with its peer layer in the other system.

The OSI model’s layering precludes direct communication between peer layers in different
systems. Each layer in System A must therefore rely on services provided by adjacent System
A layers to help achieve communication with its System B peer. The relationship between
adjacent layers in a single system 1s shown in Figure 1-2.

1-2 @ Internetworking Technology Overview



Service user Service user
OSl layer x+1 (layer x+1 protocol) (layer x+1 protocol)
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Figure 1-2  Relationship Between Adjacent Layers in a Single System

Assume Layer 4 in System A must communicate with Layer 4 in System B.To do this, Layer
4 in System A must use the services of Layer 3 in System A. Layer 4 is said to be the service
user, while Layer 3 is the service provider. Layer 3 services are provided to Layer 4 at a service
access point (SAP), which is simply a location at which Layer 4 can request Layer 3 services.
As the figure shows, Layer 3 can provide its services to multiple Layer 4 entities.

Information Formats

How does Layer 4 in System B know what Layer 4 in System A wants? Layer 4’s specific
requests are stored as control information, which is passed between peer layers in a block called
a header that is prepended to the actual application information. For example, assume System
A wishes to send the following text (called data or information) to System B:

The small grey cat ran up the wall to try to catch the red bird.

This text is passed from the application program in System A to System A’s top layer. System
A’s application layer must communicate certain information to System B’s application layer,
so it prepends that control information (in the form of a coded header) to the actual text to
be moved. This information unit is passed to System A’s Layer 6, which may prepend its own
control information. The message grows in size as it descends through the layers until it
reaches the network, where the original text and all associated control information travels to
System B, where it is absorbed by System B’s Layer 1. System B’s Layer 1 strips the Layer 1
header, reads it, and then knows how to process the information unit. The slightly smaller
information unit is passed to Layer 2, which strips the Layer 2 header, analyzes the header for
actions Layer 2 must take, and so forth. When the information unit finally reaches the
application program in System B, it should simply contain the original text.

The concept of a header and data is relative, depending on the perspective of the layer
currently analyzing the information unit. For example, to Layer 3, an information unit
consists of a Layer 3 header and the data that follows. Layer 3’s data, however, can potentially
contain headers from Layers 4, 5,6,and 7. Further, Layer 3’s header is simply data to Layer 2.
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This concept is illustrated in Figure 1-3. Finally, not all layers need to append headers. Some
layers simply perform a transformation on the actual data they receive to make the data more
or less readable to their adjacent layers.

System A Information units System B

7 . 7
6 ¢ 6
5 5
4 Header 4| Data 4
3 Header 3 Data 3
2 Header 2 Data 2
1 Data 1

a

8

Network f',!)

Figure 1-3  Headers and Data

Compatibility Issues

OSI Layers

The OSI reference model is not a network implementation. Instead, it specifies the functions
of each layer. In this way, it is like a blueprint for the building of a ship. After a ship blueprint
is complete, the ship must still be built. Any number of shipbuilding companies can be
contracted to do the actual work, just as any number of network vendors can build a protocol
implementation from a protocol specification. And, unless the blueprint is extremely
(impossibly) comprehensive, ships built by different shipbuilding companies using the same
blueprint will differ from each other in at least minor ways. At the very least, for example, it
i1s likely that the nails will be in different places.

What accounts for the differences between implementations of the same ship blueprint (or
protocol specification)? In part, the difterences are due to the inability of any specification
to consider every possible implementation detail. Also, different implementors will no doubt
interpret the blueprint in slightly different ways. And, finally, the inevitable implementation
errors will cause different implementations to differ in execution. This explains why one
company’s implementation of protocol X does not always interoperate with another
company’s implementation of that protocol.

Now that the basic features of the OSI layered approach are understood, each individual OSI
layer and its functions can be discussed. Each layer has a predetermined set of functions it
must perform for communication to occur.
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Application Layer

The application layer is the OSI layer closest to the user. [t difters from the other layers in
that it does not provide services to any other OSI layer, but rather to application processes
lying outside the scope of the OSI model. Examples of such application processes include
spreadsheet programs, word processing programs, banking terminal programs, and so on.

The application layer identifies and establishes the availability of intended communication
partners, synchronizes cooperating applications, and establishes agreement on procedures for
error recovery and control of data integricy. Also, the application layer determines whether
sufficient resources for the intended communication exist.

Presentation Layer

The presentation layer ensures that information sent by the application layer of one system
will be readable by the application layer of another system. If necessary, the presentation layer
translates between multiple data representation formats by using a common data
representation format.

The presentation layer concerns itself not only with the format and representation of actual
user data, but also with data structures used by programs. Therefore, in addition to actual data
format transformation (if necessary), the presentation layer negotiates data transfer syntax for
the anplication layer.

Session Layer

As its name implies, the session layer establishes, manages, and terminates sessions between
applications. Sessions consist of dialogue between two or more presentation entities (recall
that the session layer provides its services to the presentation layer). The session layer
synchronizes dialogue between presentation layer entities and manages their data exchange.
[n addition to basic regulation of conversations (sessions), the session layer offers provisions
for data expedition, class of service, and exception reporting of session-layer, presentation-
layer, and application-layer problems.

Transport Layer

The boundary between the session layer and the transport layer can be thought of as the
boundary between application-layer protocols and lower-layer protocols. Whereas the
application, presentation, and session layers are concerned with application issues, the lower
four layers are concerned with data transport issues.

The transport layer attempts to provide a data transport service that shields the upper layers
from transport implementation details. Specifically, issues such as how reliable transport over
an internetwork is accomplished are the concern of the transport layer. In providing reliable
service, the transport layer provides mechanisms for the establishment, maintenance, and
orderly termination of virtual circuits, transport fault detection and recovery, and
information flow control (to prevent one system from overrunning another with data).
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Network Layer

The network layer is a complex layer that provides connectivity and path selection between
two end systems that may be located on geographically diverse subnetworks. A subnetwork,
in this instance, is essentially a single network cable (sometimes called a segment).

Because a substantial geographic distance and many subnetworks can separate two end
systems desiring communication, the network layer is the domain of routing. Routing
protocols select optimal paths through the series of interconnected subnetworks. Traditional
network-layer protocols then move information along these paths.

Link Layer

The link layer (formally referred to as the data-link layer) provides reliable transit of data
across a physical link. In so doing, the link layer is concerned with physical (as opposed to
network, or logical) addressing, network topology, line discipline (how end systems will use
the network link), error notification, ordered delivery of frames, and flow control.

Physical Layer

The physical layer defines the electrical, mechanical, procedural, and functional
specifications for activating, maintaining, and deactivating the physical link between end
systems. Such characteristics as voltage levels, timing of voltage changes, physical data rates,
maximum transmission distances, physical connectors, and other, similar, attributes are
defined by physical layer specifications.

Important Terms and Concepts

Addressing

Internetworking, like other sciences, has a terminology and knowledge base all its
own.Unfortunately, because the science of internetworking is so young, universal agreement
on the meaning of networking concepts and terms has not yet occurred. Definitions of
internetworking terms will become more rigidly defined and employed as the
internetworking industry macures.

Locating computer systems on an internetwork is an essential component of any network
system. There are various addressing schemes used for this purpose, depending on the
protocol family being used. In other words, AppleTalk addressing is different from TCP/IP
addressing, which in turn is different from OSI addressing, and so on.

Two important types of addresses are link-layer addresses and network-layer addresses. Link-
layer addresses (also called physical or hardware addresses) are typically unique for each
network connection. In fact, for most local area networks (LANG), link-layer addresses are
resident in the interface circuitry and are assigned by the organization that defined the
protocol standard represented by the interface. Because most computer systems have one
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physical network connection, they have only a single link-layer address. Routers and other
systems connected to multiple physical networks can have multiple link-layer addresses. As
their name implies, link-layer addresses exist at Layer 2 of the OSI reference model.

Network-layer addresses (also called virtual or logical addresses) exist at Layer 3 of the OSI
reference model. Unlike link-layer addresses, which usually exist within a flat address space,
network-layer addresses are usually hierarchical. In other words, they are like mail addresses,
which describe a person’s location by providing a country, a state, a zip code, a city, a street,
an address on the street, and finally, a name. One good example of a flat address space is the
U.S. social security numbering system, wherein each person has a single, unique social
security number.

Hierarchical addresses make address sorting and recall easier by eliminating large blocks of
logically-similar addresses through a series of comparison operations. For example, one can
eliminate all other countries if an address specifies the country Ireland. Easy sorting and recall
is one reason that routers use network-layer addresses as the basis for routing.

Network-layer addresses differ depending on the protocol family being used, but they
typically use similar logical divisions to find computer systems on an internetwork. Some of
these logical divisions are based on physical network characteristics (such as the network
segment a system is located on); others are based on groupings that have no physical basis (for
example, the AppleTalk zone).

Frames, Packets, and Messages

Once addresses have located computer systems, information can be exchanged between two
or more of these systems. Networking literature is inconsistent in naming the logically
grouped units of information that move between computer systems. The terms frame, packet,
protocol data unit, PDU, segment, message, and others have all been used, based on the whim of
those who write protocol specifications.

In this publication, the term frame denotes an information unit whose source and destination
1s a link-layer entity. The term packet denotes an information unit whose source and
destination is a network-layer entity. Finally, the term message denotes an information unit
whose source and destination entity exists above the network layer. Message is also used to
refer to particular lower-layer information units with a specific, well-defined purpose.

Key Organizations

Without the services of several key standards organizations, the world of networking would
be substantially more chaotic than it is currently. Standards organizations provide forums for
discussion, help turn discussion into formal specifications, and proliferate the specifications
once they complete the standardization process.
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Most standards organizations have specific processes for turning ideas into formal standards.
Although these processes differ slightly between standards organizations, they are similar in
that they all iterate through several rounds of organizing ideas, discussing the ideas,
developing draft standards, voting on all or certain aspects of the standards, and finally
formally releasing the completed standard to the public.

Some of the better-known standards organizations are:

International Organization for Standardization (ISO)—An international standards orga-
nization responsible for a wide range of standards, including those relevant to network-
ing. This organization is responsible for the OSI reference model and the OSI protocol
suite.

American National Standards Institute (ANSI)—The coordinating body for voluntary
standards groups within the United States. ANSI is a member of ISO. ANSI’s best-
known communications standard is FDDI.

Electronic Industries Association (EIA)—A group that specifies electrical transmission
standards. EIA’s best-known standard is RS-232.

Institute of Electrical and Electronic Engineers (IEEE)—Professional organization that
defines network standards. IEEE LAN standards (including IEEE 802.3 and IEEE 802.5)
are the best-known IEEE communications standards and are the predominant LAN
standards in the world today.

Consultative Committee for International Telegraph and Telephone (CCITT)—An in-
ternational organization that develops communication standards. CCITT?s best-known
standard is X.25.

Internet Activities Board (IAB)—A group of internetwork researchers who meet
regularly to discuss issues pertinent to the Internet. This board sets much of the policy
for the Internet through decisions and assignment of task forces to various issues. Some
Request for Comments (RFC) documents are designated by the [AB as Internet standards,
including Transmission Control Protocol/Internet Protocol (TCP/IP) and the Simple Network
Management Protocol (SNMP).
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Chapter 2
Routing Basics

Background

Routing, in the popular sense, is moving information across an internetwork from source to
destination. Along the way, at least one intermediate node is typically encountered. Routing
is often contrasted with bridging which, in the popular sense, accomplishes precisely the
same function! The primary difference between the two is that bridging occurs at Layer 2 of
the OSI reference model, while routing occurs at Layer 3.This distinction provides routing
and bridging with different information to use in the process of moving information from
source to destination.As a result, routing and bridging accomplish their tasks in different ways
and, in fact, there are several difterent kinds of routing and bridging. For more information
on bridging, see Chapter 3, “Bridging Basics.”

The topic of routing has been covered in computer science literature for over two decades,
but routing only achieved commercial popularity in the mid-1980s. The primary reason for
this time lag 1s the nature of networks in the 1970s. During this time, networks were fairly
simple, homogeneous environments. Only recently has large-scale internetworking become

popular.

Routing Components

Routing involves two basic activities: determination of optimal routing paths and the
transport of information groups (typically called packets) through an internetwork. In this
publication, the latter of these is referred to as switching. Switching is relatively
straightforward. Path determination, on the other hand, can be very complex.

Path Determination

Path determination can be based on a variety of metrics (values resulting from algorithmic
computations on a particular variable—for example, path length) or metric combinations.
Software implementations of routing algorithms calculate route metrics to determine
optimal routes to a destination.

To aid the process of path determination, routing algorithms initialize and maintain routing
tables, which contain route information. Route information varies depending on the routing
algorithm used.
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Routing algorithms fill routing tables with a variety of information. Destination/next hop
associations tell a router that a particular destination can be gained optimally by sending the
packet to a particular router representing the “next hop” on the way to the final destination.
When a router receives an incoming packet, it checks the destination address and attempts
to associate this address with a next hop. Figure 2-1 shows an example of a destination/next
hop routing table.

To reach network: Send to:
27 Node A
57 Node B
17 Node C
24 Node A
52 Node A
16 Node B
26 Node A

3

&

o

Figure 2-1  Destination/Next Hop Routing Table

Routing tables can contain other information as well. Metrics provide information about the
desirability of a link or path. Routers compare metrics to determine optimal routes. Metrics
differ depending on the design of the routing algorithm being used. A variety of common
metrics will be introduced and described later in this chapter.

Routers communicate with one another (and maintain their routing tables) through the
transmission of a variety of messages. The routing update message is one such message.
Routing updates generally consist of all or a portion of a routing table. By analyzing routing
updates from all routers, a router can build a detailed picture of network topology. A link-
state advertisement is another example of a message sent between routers. Link-state
advertisements inform other routers of the state of the sender’s links. Link information can
also be used to build a complete picture of network topology. Once the network topology
is understood, routers can determine optimal routes to network destinations.

Switching
Switching algorithms are relatively simple and are basically the same for most routing
protocols. [n most cases, a host determines that it must send a packet to another host. Having
acquired a router’s address by some means, the source host sends a packet addressed
specifically to a router’s physical (MAC-layer) address, but with the protocol (network-layer)
address of the destination host.
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Upon examining the packet’s destination protocol address, the router determines that it
either knows or does not know how to forward the packet to the next hop. In the latter case
(where the router does not know how to forward the packet), the packet is typically dropped.
In the former case, the router sends the packet to the next hop by changing the destination
physical address to that of the next hop and transmitting the packet.

The next hop may or may not be the ultimate destination host. If not, the next hop is usually
another router, which executes the same switching decision process. As the packet moves
through the internetwork, its physical address changes but its protocol address remains
constant. This process is illustrated in Figure 2-2.

Source host Packet
PC

To: Destination host (Protocol address)
Router 1 (Physical address)

Packet

To: Destination host (Protocol address)
Router 2 (Physical address)

P

To: Destination host (Protocol address)
Router 3 (Physical address)

Packet

To:

Destination host  (Protocol address)
Destination host  (Physical address)

S1284a

Destination host Packet
PC

Figure 2-2  Switching Process

The preceding discussion describes switching between a source and a destination end system.
The International Organization for Standardization (ISO) has developed a hierarchical
terminology that is useful in describing this process. Using this terminology, network devices
without the ability to forward packets between subnetworks are called end systems (ESs),
while network devices with these capabilities are referred to as intermediate systems (ISs). ISs
are further divided into those that can communicate within routing domains (intradomain 1Ss)
and those that communicate both within and between routing domains (interdomain 1Ss). A
routing domain is generally considered to be a portion of an internetwork under common
administrative authority, regulated by a particular set of administrative guidelines. Routing
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domains are also called autonomous systems (ASs). With certain protocols, routing domains
may also be divided into routing areas, but intradomain routing protocols are still used for
switching both within and between areas.

Routing Algorithms

Design Goals

Routing algorithms can be differentiated based on several key characteristics. First, the
particular goals of the algorithm designer aftect the operation of the resulting routing
protocol. Second, there are various types of routing algorithms. Each algorithm has a
different impact on network and router resources. Finally, routing algorithms use a variety
of metrics that affect calculation of optimal routes. The following sections analyze these
routing algorithm attributes.

Routing algorithms often have one or more of the following design goals:

a Optimality

a Simplicity/Low Overhead
s Robustness/Stability

m Rapid Convergence

m  Flexibility

Optimality

Optimality is perhaps the most general design goal. It refers to the ability of the routing
algorithm to select the “best” route. The best route depends upon the metrics and metric
weightings used to make the calculation. For example, one routing algorithm might use
number of hops and delay, but might weight delay more heavily in the calculation. Naturally,
routing protocols must strictly define their metric calculation algorithms.

Simplicity

Routing algorithms are also designed to be as simple as possible. In other words, the routing
algorithm must offer its functionality efficiently, with a minimum of software and utilization
overhead. Efficiency is particularly important when the software implementing the routing
algorithm must run on a computer with limited physical resources.
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Robustness

Routing algorithms must be robust. In other words, they should perform correctly 1n the

face of unusual or unforeseen circumstances such as hardware failures, high load conditions,
and incorrect implementations. Because routers are located at network junction points, they
can cause considerable problems when they fail. The best routing algorithms are often those
that have withstood the test of time and proven stable under a variety of network conditions.

Rapid Convergence

Routing algorithms must converge rapidly. Convergence is the process of agreement, by all
routers, on optimal routes. When a network event causes routes to either go down or become
available, routers distribute routing update messages. Routing update messages permeate
networks, stimulating recalculation of optimal routes and eventually causing all routers to
agree on these routes. Routing algorithms that converge slowly can cause routing loops or
network outages.

Figure 2-3 depicts a routing loop. In this case, a packet arrives at router 1 at time t1. Router
1 has already been updated and so knows that the optimal route to the destination calls for
router 2 to be the next stop. Router 1 therefore forwards the packet to router 2. Router 2
has not yet been updated and so believes that the optimal next hop is router 1. Router 2
therefore forwards the packet back to router 1. The packet will continue to bounce back and
forth between the two routers until router 2 receives its routing update or until the packet
has been switched more than the maximum number of times allowed.

silihard  ceoke

Packet to
N
\\

7 7/
tj// \\\ // N
,7 Routing table ™ ,” Routing table ™
1
! Dest.: Send to: Dest.: Send to: .
X R2 X R1 &
L )
Already updated Not yet updated

Figure 2-3  Slow Convergence and Routing Loops

Flexibility

Routing algorithms should also be flexible. In other words, routing algorithms should
quickly and accurately adapt to a variety of network circumstances. For example, assume that
a network segment has gone down. Many routing algorithms, upon becoming aware ot this
problem, will quickly select the next-best path for all routes normally using that segment.
Routing algorithms can be programmed to adapt to changes in network bandwidth, router
queue size, network delay, and other variables.
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Types

Routing algorithms can be classified by type. For example, algorithms can be:

&  Static or dynamic

a Single-path or multipath

@ Flat or hierarchical

@ Host-intelligent or router-intelligent
@ Intradomain or interdomain

a Link state or distance vector

Static or Dynamic

Static routing algorithms are hardly algorithms at all. Static routing table mappings are
established by the network administrator prior to the beginning of routing. They do not
change unless the network administrator changes them. Algorithms that use static routes are
simple to design and work well in environments where network traffic is relatively
predictable and network design is relatively simple.

Because static routing systems cannot react to network changes, they are generally
considered unsuitable for today’s large, constantly changing networks. Most of the dominant
routing algorithms in the 1990s are dynamic.

Dynamic routing algorithms adjust, in real time, to changing network circumstances. They
do this by analyzing incoming routing update messages. If the message indicates that a
network change has occurred, the routing software recalculates routes and sends out new
routing update messages. These messages permeate the network, stimulating routers to rerun
their algorithms and change their routing tables accordingly.

Dynamic routing algorithms may be supplemented with static routes where appropriate. For
example, a router of last resort (a router to which all unroutable packets are sent) may be
designated. This router acts as a repository for all unroutable packets, ensuring that all
messages are at least handled in some way.

Single-Path or Multipath

Some sophisticated routing protocols support multiple paths to the same destination. These
multipath algorithms permit traffic multiplexing over multiple lines; single-path algorithms
do not. The advantages of multipath algorithms are obvious; they can provide substantially
better throughput and reliability.

Flat or Hierarchical

Some routing algorithms operate in a flat space, while others use routing hierarchies. In a
flat routing system, all routers are peers of all others. In a hierarchical routing system, some
routers form what amounts to a routing backbone. Packets from nonbackbone routers travel
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to the backbone routers, where they are sent through the backbone until they reach the
general area of the destination. At this point, they travel from the last backbone router
through one or more nonbackbone routers to the final destination.

Routing systems often designate logical groups of nodes called domains, ASs, or areas. In
hierarchical systems, some routers in a domain can communicate with routers in other
domains, while others can only communicate with routers within their domain. In very large
networks, additional hierarchical levels may exist. Routers at the highest hierarchical level
form the routing backbone.

The primary advantage of hierarchical routing is that it mimics the organization of most
companies and therefore supports their traffic patterns very well. Most network
communication occurs within small company groups (domains). Intradomain routers only
need to know about other routers within their domain, so their routing algorithms can be
simplified. Depending on the routing algorithm being used, routing update traffic can be
reduced accordingly.

Host-Intelligent or Router-Intelligent

Some routing algorithms assume that the source end-node will determine the entire route.
This is usually referred to as source routing. In source-routing systems, routers merely act as
store-and-forward devices, mindlessly sending the packet to the next stop.

Other algorithms assume that hosts know nothing about routes. In these algorithms, routers
determine the path through the internetwork based on their own calculations. In the first
system, the hosts have the routing intelligence. In the latter system, routers have the routing
intelligence.

The trade-off between host-intelligent and router-intelligent routing is one of path
optimality versus traffic overhead. Host-intelligent systems choose the better routes more
often, because they typically discover all possible routes to the destination before the packet
is actually sent. They then choose the best path based on that particular system’s definition of
optimal. The act of determining all routes, however, often requires substantial discovery
traffic and a significant amount of time.

Intradomain or Interdomain

Some routing algorithms work only within domains; others work within and between
domains. The nature of these two algorithm types is different. It stands to reason, therefore,
that an optimal intradomain routing algorithm would not necessarily be an optimal
interdomain routing algorithm.

Link-State or Distance Vector

Link-state algorithms (also known as shortest path first algorithms) flood routing information
to all nodes in the internetwork. However, each router sends only that portion of the routing
table that describes the state of its own links. Distance-vector algorithms (also known as
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Metrics

Bellman- Ford algorithms) call for each router to send all or some portion of its routing table,
but only to its neighbors. In essence, link-state algorithms send small updates everywhere,
while distance-vector algorithms send larger updates only to neighboring routers.

Because they converge more quickly, link-state algorithms are somewhat less prone to
routing loops than are distance-vector algorithms. On the other hand, link-state algorithms
are computationally difficult compared to distance-vector algorithms, requiring more CPU
power and memory than distance-vector algorithms. Link-state algorithms can therefore be
more expensive to implement and support. Despite their differences, both algorithm types
perform well in most circumstances.

Routing tables contain information used by switching software to select the best route. But
how, specifically, are routing tables built> What is the specific nature of the information they
contain? This section on algorithm metrics attempts to answer the question “how do routing
algorithms determine that one route is preferable to others?”

Many different metrics have been used in routing algorithms. Sophisticated routing
algorithms can base route selection on multiple metrics, combining them in a manner
resulting in a single (hybrid) metric. All of the following metrics have been used:

@ Path length
@ Reliability

] Delay
@ Bandwidth
@ Load

m Communication cost

Path Length

Path length is the most common routing metric. Some routing protocols allow network
administrators to assign arbitrary costs to each network link. In this case, path length is the
sum of the costs associated with each link traversed. Other routing protocols define hop count,
a metric that specifies the number of passes through internetworking products (such as
routers) that a packet must take en route from a source to a destination.

Reliability

Reliability, in the context of routing algorithms, refers to the reliability (usually described in
terms of the bit-error rate) of each network link. Some network links may go down more
often than others. Once down, some network links may be repaired more easily or more
quickly than other links. Any reliability factors can be taken into account in the assignment
of reliability ratings. Reliability ratings are usually assigned to network links by network
administrators. They are typically arbitrary numeric values.
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Delay

Routing delay refers to the length of time required to move a packet from source to
destination through the internetwork. Delay depends on many factors, including the
bandwidth of intermediate network links, the port queues at each router along the way,
network congestion on all intermediate network links, and the physical distance to be
travelled. Because it is a conglomeration of several important variables, delay is a common
and useful metric.

Bandwidth

Bandwidth refers to the available traffic capacity of a link. All other things being equal, a

10 Mbps Ethernet link would be preferable to a 64 Kbps leased line. Although bandwidth is
a rating of the maximum attainable throughput on a link, routes through links with greater
bandwidth do not necessarily provide better routes than routes through slower links. If, for
example, a faster link is much busier, the actual time required to send a packet to the
destination may be greater through the fast link.

Load

Load refers to the degree to which a network resource (such as a router) is busy. Load may
be calculated in a variety of ways, including CPU utilization and packets processed per
second. Monitoring these parameters on a continual basis can itself be resource intensive.

Communications Cost

Communication cost is another important metric. Some companies may not care about
performance as much as they care about operating expenditures. Even though line delay
might be longer, they will send packets over their own lines rather than through public lines
that will cost money for usage time.

Routed vs. Routing Protocols

Confusion about the terms routed protocol and routing protocol is common. Routed
protocols are protocols that are routed over an internetwork. Examples of such protocols are
the Internet Protocol (IP), DECnet, and AppleTalk. Routing protocols are protocols that
implement routing algorithms. Put simply, they route routed protocols through an
internetwork. Examples of these protocols include Interior Gateway Routing Protocol (IGRP),
Open Shortest Path First (OSPF), Intermediate System to Intermediate System (IS-1S), and Routing
Information Protocol (RIP).
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Chapter 3
Bridging Basics

Background

Bridges became commercially available in the carly 1980s. At the time of their introduction,
bridges connected and enabled packet forwarding between homogeneous networks. More
recently, bridging between different networks has also been defined and standardized.

Several kinds of bridging have emerged as important. Transparent bridging 1s found primarily
in Ethernet environments. Source-route bridging 1s found primarily 1in Token Ring
environments. Translational bridging provides translation between the formats and transit
principles of ditferent media types (usually Ethernet and Token Ring). Source-route transparent
bridging combines the algorithms of transparent bridging and source-route bridging to
allow communication in mixed Ethernet/Token Ring environments.

The diminishing price and the recent inclusion of bridging capability in many routers has
taken substantial market share away from pure bridges. Those bridges that have survived
include features such as sophisticated filtering, pseudo-intelligent path selection, and high
throughput rates. Whereas an intense debate about the benefits of bridging versus routing
raged in the late 19805, most now agree that each has its place and that both are often
necessary in any comprehensive internetworking scheme.

Internetworking Device Comparison

Internetworking devices offer communication between local area network (LAN) segments.
There are four primary types of internetworking devices: repeaters, bridges, routers, and
gateways. These devices can be differentiated very generally by the Open System Interconnection
(OS] layer at which they establish the LAN-to-LAN connection. Repeaters connect LANs
at OSI Layer 1; bridges connect LANs at Laver 2; routers connect LANs at Layer 3; and
gateways conncct LANs at Layers 4 through 7. Each device offers the functionality found at
its layers of connection and uses the functionality of all lower layers. This idea is portrayed
graphically in Figure 3-1.
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Figure 3-1  Internetworking Product Functionality

Technology Basics

The layer at which bridging occurs (also called the data-link layer, or simply the link layer)
controls data flow, handles transmission errors, provides physical (as opposed to logical)
addressing, and manages access to the physical medium. Bridges provide these functions by
supporting various link-layer protocols that dictate specific low control, error handling,
addressing, and media-access algorithms. Examples of popular data-link layer protocols
include Ethernet, Token Ring, and FDDI.

Bridges are not complicated devices. They analyze incoming frames, make forwarding
decisions based on information contained in the frames, and forward the frames toward the
destination. In some cases (for example, source-route bridging), the entire path to the
destination is contained in each frame. In other cases (for example, transparent bridging),
frames are forwarded one hop at a time toward the destination. See Chapter 30, “Source-
Route Bridging,” and Chapter 29, “Transparent Bridging,” respectively, for more
information on source-route bridging and transparent bridging.
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Upper-layer protocol transparency is a primary advantage of bridging. Because bridges
operate at the data-link layer, they are not required to examine upper-layer information.This
means that they can rapidly forward tratfic representing any network-layer protocol. It is not
uncommon for a bridge to move AppleTalk, DECnet, TCP/IP, XNS, and other traffic
between two or more networks.

Bridges are capable of filtering frames based on any Layer 2 fields. For example, a bridge can
be programmed to reject (not forward) all frames sourced from a particular network. Since
data-link layer information often includes a reference to an upper-layer protocol, bridges can
usually filter on this parameter. Further, filters can be helpful in dealing with unnecessary
broadcast and multicast packets.

By dividing large networks into self-contained units, bridges provide several advantages.
First, because only some percentage of tratfic is forwarded, the bridge diminishes the traftic
experienced by devices on all connected segments. Second, the bridge acts as a firewall for
some potentially damaging network errors. Third, bridges allow for communication between
a larger number of devices than would be supported on any single LAN connected to the
bridge. Fourth, bridges extend the eftective length of a LAN, permitting attachment of
distant stations not previously connected.

Types of Bridges

Bridges can be grouped into categories based on various product characteristics. Using one
popular classification scheme, bridges are either local or remote. Local bridges provide a direct
connection between multple LAN segments in the same area. Remote bridges connect
multiple LAN segments in different areas, usually over telecommunications lines. These two
configurations are shown in Figure 3-2.

\ Ethernet = I Local
‘ Bridge ’ bridging

Remote
bridging
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Figure 3-2  Local and Remote Bridging

Remote bridging presents several unique internetworking challenges. One of these is the
difference between LAN and wide area network (WAN) speeds. Although several fast WAN
technologies are now establishing a presence in geographically dispersed internetworks, LAN
speeds are often an order of magnitude faster than WAN speeds. Vastly different LAN and
WAN speeds sometimes prevent users from running delay-sensitive LAN applications over
the WAN.
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Remote bridges cannot improve WAN speeds, but can compensate for speed discrepancies
through sufficient buffering capability. If a LAN device capable of a 3-Mbps transmission rate
wishes to communicate with a device on a remote LAN, the local bridge must regulate the
3-Mbps data stream so that it does not overwhelm the 64-Kbps serial link. This is done by
storing the incoming data in on-board buffers and sending it over the serial link at a rate the
serial link can accommodate. This can be achieved only for short bursts of data that do not
overwhelm the bridge’s buffering capability.

The Institute of Electrical and Electronic Engineers (IEEE) organization has divided the OSI
data-link layer into two separate sublayers: the media access control (MAC) sublayer and the
logical link control (LLC) sublayer. The MAC sublayer permits and orchestrates media access
(For example, contention, token passing, or others), while the LLC sublayer is concerned
with framing, flow control, error control, and MAC-sublayer addressing.

Some bridges are MAC-layer bridges. These devices bridge between homogeneous networks
(for example, IEEE 802.3 and IEEE 802.3). Other bridges can translate between different
link-layer protocols (for example, IEEE 802.3 and IEEE 802.5).The basic mechanics of such
a translation are shown in Figure 3-3.

Host A Host B
Application Application
Presentation Presentation

Session Session
Transport Transport

Network Network

Bridge
LLC PKT
tnk | @ === Link Link
MAC |[802.3 PKT||[802.5 PKT|
Physical [802.3 PKT||[802.5 PKT]| Physical Physical
A
Y
802.3 Medium 802.5 Medium g
&

Figure 3-3  IEEE 802.3/1EEE 802.5 Bridging
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In the figure, the IEEE 802.3 host (Host A) formulates a packet containing application
information and encapsulates the packet in an IEEE 802.3-compatible frame for transit over
the IEEE 802.3 medium to the bridge. At the bridge, the frame is stripped of its [EEE 802.3
header at the MAC sublayer of the link layer and is subsequently passed up to the LLC
sublayer for further processing. After this processing, the packet is passed back down to an
IEEE 802.5 implementation, which encapsulates the packet in an IEEE 802.5 header for
transmission on the IEEE 802.5 network to the IEEE 802.5 host (Host B).

A bridge’s translation between networks of different types is never perfect because it is likely
that one network will support certain frame fields and protocol functions not supported by
the other network.This 1s roughly analogous to the problem experienced by an Eskimo who
tries to translate several of her fifty words for “snow” into English. Many bridging translation
issues are discussed in more detail in Chapter 31, “Mixed-Media Bridging.”
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Chapter 4
Network Management Basics

Background

The early 1980s saw tremendous expansion in the area of network deployment. As
companies realized the cost benefits and productivity gains created by network technology,
they began adding networks and expanding existing networks almost as rapidly as new
network technologies and products were introduced. By the mid-1980s, growing pains from
this expansion were being felt, especially by those companies that had deployed many
different (and incompatible) network technologies.

The primary problems associated with network expansion are day-to-day network operation
management and strategic network growth planning. Specifically, each new network
technology requires its own set of experts to operate and maintain. In the early 1980s,
strategic planning for the growth of these networks became a nightmare. The staffing
requirements alone for managing large, heterogencous networks created a crists for many
organizations. Automated network management (including what is typically called nenvork
capacity planning), integrated across diverse environments, became an urgent need.

This chapter describes technical features common to most network management
architectures and protocols. [t also presents the five functional arcas of management as
defined by the International Organization for Standardization (ISO).

Network Management Architecture

Most network management architectures use the same basic structure and set of relationships.
End stations (managed devices) such as computer systems and other network devices run
software allowing them to send alerts when they recognize problems. Problems are
recognized, when one or more user-determined thresholds are exceeded. Upon receiving
these alerts, management entities are programmed to react by executing one, several, or all of
a group of actions, including:

m  Opcrator notification
m  Event logging
m  System shutdown

®m  Automatic attempts at system repair
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Management entities can also poll end stations to check the values of certain variables.
Polling can be automatic or user initiated. Agents in the managed devices respond to these
polls. Agents are software modules that compile information about the managed devices in
which they reside, store this information in a management database, and provide it (proactively
or reactively) to management entities within network management systems (NMSs) via a network
tnanagement protocol. Well-known network management protocols include the Simple
Network Management Protocol (SNMP) and Common Management Information Protocol
(CMIP). Management proxies are entities that provide management information on behalf of
other entities. A typical network management architecture is shown in Figure 4-1.

Network Management System
(NMS)

Management
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Network L7 ¢ .
management, ! N
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Managed devices

Figure 4-1  Typical Network Management Architecture

The ISO Network Management Model

ISO has contributed a great deal to network standardization. Their network management
model is the primary means for understanding the major functions of network management
systems. This model consists of five conceptual areas:

m  Performance management
a Configuration management
m Accounting management

m  Fault management

m Security management
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Performance Management

The goal of performance management is to measure and make available various aspects of
network performance so that internetwork performance can be maintained at an acceptable
level. Examples of performance variables that might be provided include network
throughput, user response times, and line utilization.

Performance management involves several steps:

1. Gather performance data on those variables of interest to network administrators.
2. Analyze the data to determine normal (baseline) levels.

3. Determine appropriate performance thresholds for each important variable such that
exceeding of these thresholds indicates a network problem worthy of attention.

Managed entities continually monitor performance variables.When a performance threshold
1s exceeded, an alert is generated and sent to the NMS.

Each of the steps just described is part of the process to set up a reactive system. When
performance becomes unacceptable by virtue of an exceeded user-defined threshold, the
system reacts by sending a message. Performance management also permits proactive
methods. For example, network simulation can be used to project how network growth will
affect performance metrics. Such simulation can effectively alert administrators to impending
problems, so that counteractive measures can be taken.

Configuration Management

The goal of configuration management is to monitor network and system configuration
information so that the affects on network operation of various versions of hardware and
software elements can be tracked and managed. Because all hardware and software elements
have operational quirks, flaws, or both that might affect network operation, such information
is important to maintaining a smooth-running network.

Each network device has a variety of version information associated with it. For example, an
engineering workstation might be configured as follows:

m  Operating system, Version 3.2

@ Ethernet interface,Version 5.4

m  TCP/IP software,Version 2.0

m  NetWare software,Version 4.1

@ NFS software,Version 5.1

m  Serial communications controller,Version 1.1

m  X.25 software,Version 1.0

a  SNMP software,Version 3.1

Configuration management subsystems store this information in a database for easy access.

When a problem occurs, this database can be searched for clues that might help solve the
problem.
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Accounting Management

The goal of accounting management is to measure network utilization parameters so that
individual or group uses of the network can be regulated appropriately. Such regulation
minimizes network problems (because network resources can be apportioned out based on
resource capacities) and maximizes the fairness of network access across all users.

As with performance management, the first step toward appropriate accounting
management is to measure utilization of all important network resources. Analysis of the
results provides insight into current usage patterns. Usage quotas can be set at this point.
Some correction will be required to reach optimal access practices. From that point on,
ongoing measurement of resource use can yield billing information as well as information
used to assess continued fair and optimal resource utilization.

Fault Management

The goal of fault management is to detect, log, notify users of, and (to the extent possible)
automatically fix network problems so as to keep the network running effectively. Because
faults can cause downtime or unacceptable network degradation, fault management is
perhaps the most widely implemented of the ISO network management elements.

Fault management involves several steps:

1. Determine problem symptoms.

[solate the problem.

2

3. Fix the problem.

4. Test the fix on all important subsystems.
5

Record the problem’s detection and resolution.

Security Management

The goal of security management is to control access to network resources according to local
guidelines so that the network cannot be sabotaged (intentionally or unintentionally) and
sensitive information cannot be accessed by those without appropriate authorization. For
example, a security management subsystem can monitor users logging onto a network
resource, refusing access to those who enter inappropriate access codes.

Security management subsystems work by partitioning network resources into authorized
and unauthorized areas. For some users, access to any network resources is inappropriate.
Such users are usually company outsiders. For other (internal) network users, access to
information originating from a particular department is inappropriate. For example, access
to human resource files is inappropriate for any users outside the human resource department
(excepting, potentially, executive staff).
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Security management subsystems perform several functions:

m Identify sensitive network resources (including systems, files, and other entities).
@ Determine mappings between sensitive network resources and user sets.
®  Monitor access points to sensitive network resources.

m Log inappropriate access to sensitive network resources.
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Chapter 5
Ethernet/IEEE 802.3

Background

Ethernet was developed by Xerox Corporation’s Palo Alto Research Center (PARC) in the
early- to mid-1970s. Ethernet was the technological basis for the IEEE 802.3 specification,
which was initially released in 1980. Shortly thereafter, Digital Equipment Corporation,
Intel Corporation, and Xerox Corporation jointly developed and released an Ethernet
specification (Version 2.0) that is substantially compatible with IEEE 802.3. Together,
Ethernet and [EEE 802.3 currently maintain the greatest market share of any local area
network (LAN) protocol. Today, the term Ethernet 1s often used to refer to all carrier sense
multiple access /collision detection (CSMA/CD) LANs that generally conform to Ethernet
specifications, including IEEE 802.3.

At the ume of its creation, Ethernet was designed to fill the middle ground between long-
distance, low-speed networks and specialized, computer-room networks carrying data at
high speeds for very limited distances. Ethernet 1s well-suited to applications where a local
communication medium must carry sporadic, occasionally heavy traftic at high peak data
rates.

Ethernet/IEEE 802.3 Comparison

Ethernet and IEEE 802.3 specify similar technologies. Both are CSMA/CD LAN:E. Stations
on a CSMA/CD LAN can access the network at any time. Before sending data, CSMA/CD
stations “listen” to the network to see if it is already in use. If so, the station wishing to
transmit waits. If the network is not in use, the station transmits. A collision occurs when two
stations listen for network traffic,“hear” none, and transmit simultaneously. In this case, both
transmissions are damaged and the stations must retransmit at some later time. Backoff
algorithms determine when the colliding stations retransmit. CSMA/CD stations can detect
collisions so they know when they must retransmit.

Both Ethernet and IEEE 802.3 LANSs are broadcast networks. In other words, all stations see
all frames, regardless of whether they represent an intended destination. Each station must
examine received frames to determine if the station is a destination. If so, the frame is passed
to a higher protocol layer for appropriate processing.
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Differences between Ethernet and IEEE 802.3 LANSs are subtle. Ethernet provides services
corresponding to Layers 1 and 2 of the OSI reference model, while IEEE 802.3 specifies the
physical layer (Layer 1) and the channel-access portion of the link layer (Layer 2), but does
not define a logical link control protocol. Both Ethernet and IEEE 802.3 are implemented
in hardware. Typically, the physical manifestation of these protocols is either an interface card
that inserts inside a host computer or circuitry on a primary circuit board within a host
computer.

Physical Connections

IEEE 802.3 specifies several different physical layers, whereas Ethernet defines only one.
Each IEEE 802.3 physical layer protocol has a name that summarizes its characteristics. The
coded components of an IEEE 802.3 physical-layer name are shown in Figure 5-1.

“Base”= Baseband
“Broad”= Broadband

LAN segment length,

\‘l / in 100 meter multiples

10 Base 5

LAN speed, in Mbps
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Figure 5-1  1EEE 802.3 Physical-Layer Name Components

A summary of Ethernet Version 2 and IEEE 802.3 characteristics appears in Figure 5-2.

IEEE 802.3
Ethernet
10Base5 10Base2 1Base5 10BaseT 10Broad36
Data rate 10 10 10 1 10 10
(Mbps)
?\Etﬁ?g Baseband Baseband Baseband Baseband Baseband Broadband
Max. segment 500 500 185 250 100(UTP) 1800
length (m)
Unshielded Unshielded
Media 5°‘°’r‘\'?‘k 50'°t';:.nk 50'0?:.' twisted pair | twisted pair 75-ohm
coax (thick) coax (thick) coax (thin) (UTP) (UTP) coax
Topology Bus Bus Bus Star Star Bus =
N
1)
Figure 5-2  EthernetV2.0 and IEEE 802.3 Physical Characteristics
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Ethernet is most similar to IEEE 802.3 10Base5. Both of these protocols specify a bus
topology network with a connecting cable between the end stations and the actual network
medium. In the case of Ethernet, that cable is called a transceiver cable. The transceiver cable
connects to a transceiver device attached to the physical network medium.The IEEE 802.3
configuration is much the same, except that the connecting cable is referred to as an
attachment unit interface (AUI), and the transceiver is called a medium attachment unit (MAU). In
both cases, the connecting cable attaches to an interface board (or interface circuitry) within
the end station.

Frame Formats
Ethernet and IEEE 802.3 frame formats are shown in Figure 5-3.

Ethernet
Field length,
in bytes 7 1 6 6 2 46-1500 4
Preamble CS) Destination | Source Type Data FCS
address address
IEEE 802.3
Field length,
in bytes 7 1 6 6 2 46-1500 4
S Destination | Source 802.2 header
Preamble L h : F
8 address address engt and data cs P
N
b

SOF = Start-of-frame delimiter
FCS = Frame check sequence

Figure 5-3  Ethernet and IEEE 802.3 Frame Formats

Both Ethernet and IEEE 802.3 frames begin with an alternating pattern of ones and zeros
called a preamble. The preamble tells receiving stations that a frame is coming.

The last byte before the destination address in an IEEE 802.3 frame is a start-of-frame delimiter.
This byte ends with two consecutive one bits, which serve to synchronize the frame
reception portions of all stations on the LAN.

Immediately following the preamble in both Ethernet and IEEE 802.3 LANS are the
destination and source address fields. Both Ethernet and IEEE 802.3 addresses are six bytes long.
Addresses are contained in hardware on the Ethernet and IEEE 802.3 interface cards. The
first three bytes of the addresses are specified by the IEEE on a vendor-dependent basis, while
the last three bytes are specified by the Ethernet or IEEE 802.3 vendor. The source address
1s always a unicast (single node) address, while the destination address may be unicast,
multicast (group), or broadcast (all nodes).
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In Ethernet frames, the 2-byte field following the source address is a type field. This field
specifies the upper-layer protocol to receive the data after Echernet processing is complete.

In IEEE 802.3 frames, the 2-byte field following the source address is a length field, which
indicates the number of bytes of data that follow this field and precede the frame check sequence
(ECYS) field.

Following the type/length field is the actual data contained in the frame. After physical-layer
and link-layer processing is complete, this data will eventually be sent to an upper-layer
protocol. In the case of Ethernet, the upper-layer protocol is identified in the type field. In
the case of [EEE 802.3, the upper-layer protocol must be defined within the data portion of
the frame, if at all. If data in the frame is insufficient to fill the frame to its minimum 64-byte
size, padding bytes are inserted to ensure at least a 64-byte frame.

After the data field is a four-byte FCS field containing a cyclic redundancy check (CRC) value.
The CRC is created by the sending device and recalculated by the receiving device to check
for damage that might have occurred to the frame in transit.
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Chapter 6
Token Ring/IEEE 802.5

Background

The Token Ring Network was originally developed by IBM in the 1970s. It 1s still IBM’s
primary local area network (LAN) technology, and is second only to Ethernet/IEEE 802.3
in general LAN popularity. The IEEE 802.5 specification 1s almost identical to, and
completely compatible with, IBM’s Token Ring Network. In fact, the IEEE 802.5
specification was modeled after IBM Token Ring, and continues to shadow IBM’ Token
Ring development. The term Token Ring is generally used to refer to both IBM’s Token Ring
Network and IEEE 802.5 networks.

Token Ring/IEEE 802.5 Comparison

Token Ring and IEEE 802.5 networks are basically quite compatible, although the
specifications ditfer in relatively minor ways. IBM’s Token Ring Network specifies a star,
with all end stations attached to a device called a multistation access unit (MSAU), whereas
IEEE 802.5 does not specify a topology (although virtually all IEEE 802.5 implementations
also are based on a star). Other differences exist, including media type (IEEE 802.5 does not
specify a media type, while IBM Token Ring Networks use twisted pair) and routing
information field size (see the discussion on RIFs later in this chapter). Figure 6-1
summarizes IBM Token Ring Network and IEEE 802.5 specifications.
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1BM Token

Ring Network IEEE 802.5
Data rates 4.16 Mbps 4.16 Mbps
Stations/segment | 260 (Shielded TP) 250
72 (Unshielded T.P)
Topology Star Not specified
Media Twisted pair Not specified
Signaling Baseband Baseband
Access method Token passing Token passing
: Differential Differential
Encoding Manchester Manchester | §
1)

Figure 6-1  IBM Token Ring Network/IEEE 802.5 Comparison

Token Passing

Token Ring and IEEE 802.5 are the primary examples of token-passing networks. Token-
passing networks move a small frame, called a token, around the network. Possession of the
token grants the right to transmit. If a node receiving the token has no information to send,
it simply passes the token to the next end station. Each station can hold the token for a
maximum period of time.

If a station possessing the token does have information to transmit, it seizes the token, alters
one bit of the token (which turns the token into a start-of-frame sequence), appends the
information it wishes to transmit, and finally sends this information to the next station on
the ring. While the information frame is circling the ring, there is no token on the network
(unless the ring supports early token release), so other stations wishing to transmit must wait.
Therefore, collisions cannot occur in Token Ring networks. [f early token release is
supported, a new token can be released when frame transmission is completed.

The information frame circulates the ring until it reaches the intended destinaton station,
which copies the information for further processing. The information frame continues to
circle the ring and is finally removed when it reaches the sending station. The sending station
can check the returning frame to see whether the frame was seen and subsequently copied
by the destination.
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Unlike CSMA/CD networks (such as Ethernet), token-passing networks are deterministic.
In other words, it is possible to calculate the maximum time that will pass before any end
station will be able to transmit. This feature and several reliability features to be discussed later
make Token Ring networks ideal for applications where delay must be predictable and robust
network operation is important. Factory automation environments are examples of such

applications.

Physical Connections

IBM Token Ring Network stations are directly connected to MSAUs, which can be wired
together to form one large ring (as shown in Figure 6-2). Patch cables connect MSAUs to
adjacent MSAU:. Lobe cables connect MSAU s to stations. MSAU s include bypass relays for

removing stations from the ring.

MSAU MSAU
Ring Ring Ring Ring
?????????wt in ?ﬁ????? 8 ’%_‘lj
é' Stations é ) Stations é
==
Patch
MSAU cables MSAU

Ring Ring Ring

3 4 5 6 7 8 out in 1 2 3 4 5 6 7 8 out

Figure 6-2

Stations

IBM Token Ring Network Physical Connections
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Priority System

Token Ring networks use a sophisticated priority system that permits certain user-
designated, high-priority stations to use the network more frequently. Token Ring frames
have two fields that control priority: the priority field and the reservation field.

Only stations with a priority equal to or higher than the priority value contained in a token
can seize that token. Once the token is seized and changed to an information frame, only
stations with a priority value higher than that of the transmitting station can reserve the
token for the next pass around the network. When the next token is generated, it includes
the higher priority of the reserving station. Stations that raise a token’s priority level must
reinstate the previous priority after their transmission is complete.

Fault Management Mechanisms

Token Ring networks employ several mechanisms for detecting and compensating for
network faults. For example, one station in the Token Ring network is selected to be the
active monitor. This station, which can potentially be any station on the network, acts as a
centralized source of timing information for other ring stations and performs a variety of
ring maintenance functions. One of these functions is the removal of continuously
circulating frames from the ring. When a sending device fails, its frame may continue to
circle the ring. This can prevent other stations from transmitting their own frames and
essentially lock up the network. The active monitor can detect such frames, remove them
from the ring, and generate a new token.

The IBM Token Ring Network’s star topology also contributes to overall network reliability.
Since all information in a Token Ring network is seen by active MSAUS, these devices can
be programmed to check for problems and selectively remove stations from the ring if
necessary.

A Token Ring algorithm called beaconing detects and tries to repair certain network faults.
Whenever a station detects a serious problem with the network (such as a cable break), it
sends a beacon frame.The beacon frame defines a failure domain, which includes the station
reporting the failure, its nearest active upstream neighbor (NAUN), and everything in between.
Beaconing initiates a process called autoreconfiguration, where nodes within the failure domain
automatically perform diagnostics in an attempt to reconfigure the network around the failed
areas. Physically, the MSAU can accomplish this through electrical reconfiguration.
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Frame Format

Token Ring networks define two frame types: tokens and data/command frames. Both
formats are shown in Figure 6-3.

Data/command frame

Field length,
in bytes 1 1 1 6 6 20 4 1
Start | Access |Frame | Destination End
delimiter| control |control| address Source address Data FCS delimiter %
< _ J &
Tl Yol Token T
Start |Access| End
delimiter| control | delimiter
Figure 6-3  IEEE 802.5/Token Ring Frame Formats
Tokens

Tokens are three bytes in length and consist of a start delimiter, an access control byte, and
an end delimiter.

The start delimiter serves to alert each station to the arrival of a token (or data/command
frame). This field includes signals that distinguish the byte from the rest of the frame by
violating the encoding scheme used elsewhere in the frame.

The access control byte contains the priority and reservation fields, as well as a token bit (used
to differentiate a token from a data/command frame) and a monitor bit (used by the active
monitor to determine whether a frame is circling the ring endlessly).

Finally, the end delimiter signals the end of the token or data/command frame. It also contains
bits to indicate a damaged frame and a frame that is the last in a logical sequence.

Data/Command Frames

Data/command frames vary in size, depending on the size of the information field. Data
frames carry information for upper-layer protocols; command frames contain control
information and have no data for upper-layer protocols.

In data/command frames, a frame control byte follows the access control byte. The frame
control byte indicates whether the frame contains data or control information. In control
frames, this byte specifies the type of control information.

Following the frame control byte are the two address fields, which identify the destination
and source stations. As with IEEE 802.3, addresses are 6 bytes in length.
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The data field follows the address fields. The length of this field is limited by the ring token
holding time, which defines the maximum time a station may hold the token.

Following the data field is the frame check sequence (FCS) field. This field is filled by the source
station with a calculated value dependent on the frame contents. The destination station
recalculates the value to determine whether the frame may have been damaged in transit. If
s0, the frame is discarded.

As with the token, the end delimiter completes the data/command frame.
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Chapter 7

FDDI

Background

The Fiber Distributed Data Interface (FDDI) standard was produced by the ANSI X3T9.5
standards committee in the mid-1980s. During this period, high-speed engineering
workstations were beginning to tax the capabilities of existing local area networks (LANs)
(primarily Ethernet and Token Ring). A new LAN was needed that could easily support
these workstations and their new distributed applications. At the same time, network
reliabilicy was becoming an increasingly important issue as system managers began to migrate
mission-critical applications from large computers to networks. FDDI was created to fill
these needs.

After completing the FDDI specification, ANSI submitted FDDI to ISO. ISO has created an
international version of FDDI that i1s completely compatible with the ANSI standard version.

Today, although FDDI implementations are not as common as Ethernet or Token Ring,
FDDI has gained a substantial following that continues to increase as the cost of FDDI
interfaces diminishes. FDDI is frequently used as a backbone technology as well as a means
to connect high-speed computers in a local area.

Technology Basics

FDDI specifies a 100-Mbps, token-passing dual-ring LAN using a fiber-optic transmission
medium. It defines the physical layer and media-access portion of the link layer, and so is
roughly analogous to IEEE 802.3 and IEEE 802.5 in 1ts relationship to the OSI reference
model.

Although it operates at faster speeds, FDDI is similar in many ways to Token Ring. The two
networks share many features, including topology (ring), media-access technique (token
passing), reliability features (beaconing, for example), and others. Refer to Chapter 6,
“Token Ring/IEEE 802.5,” for more information on Token Ring and related technologies.

One of FDDI’s most important characteristics is its use of optical fiber as a transmission
medium. Optical fiber offers several advantages over traditional copper wiring, including
security (fiber does not emit electrical signals that can be tapped), reliability (fiber 1s immune
to electrical interference), and speed (optical fiber has much higher throughput potential
than copper cable).
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FDDI defines use of two types of fiber: single mode (sometimes called monomode) and
ultimode. Modes can be thought of as bundles of light rays entering the fiber at a particular
angle. Single-mode fiber allows only one mode of light to propagate through the fiber, while
multimode fiber allows multiple modes of light to propagate through the fiber. Because
multiple modes of light propagating through the fiber may travel different distances
(depending on the entry angles), causing them to arrive at the destination at different times
(a phenomenon called modal dispersion), single-mode fiber is capable of higher bandwidth
and greater cable run distances than multimode fiber. Due to these characteristics, single-
mode fiber is often used for campus backbones, while multimode fiber is often used for
workgroup connectivity. Multimode fiber uses light-emitting diodes (LEDs) as the light-
generating devices, while single-mode fiber generally uses lasers.

FDDI Specifications

FDDI is defined by four separate specifications (see Figure 7-1):

®  Media Access Control (MAC)—Defines how the medium is accessed, including packet
format, token handling, addressing, CR C algorithm, and error recovery mechanisms.

m  Physical Layer Protocol (PHY)—Defines data encoding/decoding procedures, clocking re-
quirements, framing, and other functions.

m  Physical Layer Medium Dependent (PMD)—Defines the characteristics of the transmission
medium, including the fiber optic link, power levels, bit error rates, optical components,
and connectors.

m  Station Management (SMT)—Defines the FDDI station configuration, ring configura-
tion, and ring control features, including station insertion and removal, initialization,
faule isolation and recovery, scheduling, and collection of statistics.
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Figure 7-1  FDDI Standards
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Physical Connections

FDDI specifies the use of dual rings. Traffic on these rings travels in opposite directions.
Physically, the rings consist of two or more point-to-point connections between adjacent
stations. One of the two FDDI rings is called the primary ring; the other is called the secondary
ring. The primary ring is used for data transmission, while the secondary ring is generally
used as a backup.

Class B or single attached stations (SAS) attach to one ring; Class A or dual attached stations
(DAS) attach to both rings. SASs are attached to the primary ring through a concentrator,
which provides connections for multiple SASs. The concentrator ensures that failure or
power down of any given SAS does not interrupt the ring. This is particularly useful when
PCs or similar devices that power on and off frequently connect to the ring.

A typical FDDI configuration with both DASs and SASs is shown in Figure 7-2.
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Figure 7-2  FDDI Nodes: DAS, SAS, and Concentrator

Each FDDI DAS has two ports, designated A and B.These ports connect the station to the
dual FDDI ring. Therefore, each port provides a connection for both the primary and the
secondary ring, as shown in Figure 7-3.
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Figure 7-3  FDDI DAS Ports
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Traffic Types

FDDI supports real-time allocation of network bandwidth, making it ideal for a variety of
different application types. FDDI provides this support by defining two types of traffic:
synchronous and asynchronous. Synchronous traffic can consume a portion of the 100 Mbps
total bandwidth of an FDDI network, while asynchronous traffic can consume the rest.
Synchronous bandwidth is allocated to those stations requiring continuous transmission
capability. Such capability is useful for transmitting voice and video information, for
example.Other stations use the remaining bandwidth asynchronously. FDDI's SMT
specification defines a distributed bidding scheme to allocate FDDI bandwidth.

Asynchronous bandwidth is allocated using an eight-level priority scheme. Each stition is
assigned an asynchronous priority level. FDDI also permits extended dialogues, where
stations may temporarily use all asynchronous bandwidth. FDDI'’s priority mechanism can
essentially lock out stations that cannot use synchronous bandwidth and have too low an
asynchronous priority.

Fault-"Tolerant Features

FDDI provides a number of fault-tolerant features. The primary fault-tolerant feature is the
dual ring. If a station on the dual ring fails or is powered down or if the cable is damaged,
the dual ring is automatically “wrapped” (doubled back onto itself) into a single ring, as
shown in Figure 7-4.In this figure, when Station 3 fails, the dual ring is automatically
wrapped in Stations 2 and 4, forming a single ring. Although Station 3 is no longer on the
ring, network operation continues for the remaining stations.
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Figure 7-4  Station Failure, Ring Recovery Configuration

Figure 7-5 shows how FDDI compensates for a wiring failure. Stations 3 and 4 wrap the ring
within themselves when wiring between these stations fails.
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Figure 7-5  Failed Wiring, Ring Recovery Configuration

As FDDI networks grow, the possibility of multiple ring failures grows. When two ring
failures occur, the ring will be wrapped in both cases, effectively segmenting the ring into
two separate rings that cannot communicate with each other. Subsequent failures cause
additional ring segmentation.

Optical bypass switches can be used to prevent ring segmentation by eliminating failed
stations from the ring. This is shown in Figure 7-6.
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Figure 7-6  Use of Optical Bypass Switch

Ciritical devices such as routers or mainframe hosts can use another fault-tolerant technique
called dual homing to provide additional redundancy and help guarantee operation. In dual
homing situations, the critical device is attached to two concentrators. One pair of
concentrator links is declared the active link; the other pair is declared passive. The passive
link stays in backup mode until the primary link (or the concentrator to which it is attached)
is determined to have failed. When this occurs, the passive link is automatically activated.

FDDI W 7-7



Frame Format

FDDI frame formats (shown in Figure 7-7) are similar to those of Token Ring.

Data frame
Preamble Start Frame |Destination| Source Data FCS End Frame
delimiter | control | address | address delimiter | status
RN Token “~._ .-~ L7

Start Frame End

Preamble A
a delimiter | control | delimiter

S1301a

Figure 7-7  FDDI Frame Format

The preamble prepares each station for the upcoming frame.

The start delimiter indicates the beginning of the frame. It consists of signaling patterns that

differentiate it from the rest of the frame.

The frame control field indicates the size of the address fields, whether the frame contains
asynchronous or synchronous data, and other control information.

As with Ethernet and Token Ring, FDDI addresses are six bytes. The destination address field
can contain a unicast (singular), multicast (group), or broadcast (every station) address, while

the source address identifies the single station that sent the frame.

The data field contains either information destined for an upper-layer protocol or control
information.

As with Token Ring and Ethernet, the frame check sequence (FCS) field is filled by the source

station with a calculated cyclic redundancy check (CRC) value dependent on the frame

contents. The destination station recalculates the value to determine whether the frame may

have been damaged in transit. If so, the frame is discarded.

The end delimiter contains nondata symbols that indicate the end of the frame.

The frame status field allows the source station to determine if an error occurred and if the

frame was recognized and copied by a receiving station.
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Chapter 8
UltraNet

Background

The UltraNet network system, or simply UltraNet, consists of a family of high-speed
networking software and hardware products capable of offering an aggregate throughput of
one gigabit per second (Gbps). UltraNet is manufactured and marketed by Ultra Network
Technologies. UltraNet 1s typically used to link very fast computer systems such as
supercomputers, minisupercomputers, mainframes, servers, and workstations. UltraNet can
itself be connected to other networks (for example, Ethernet and Token Ring) through
routers that provide gateway functions.

Technology Basics

UltraNet provides services corresponding to the lower four layers of the OSI reference
model. Figure 8-1 shows the relationship between these layers and the UltraNet
implementation. In addition to the protocols listed, UltraNet also supports the Simple
Network Management Protocol (SNMP) and the Routing Information Protocol (RIP). For more

information on these protocols, see Chapter 23, “RIP,” and Chapter 32, “SNMP,”
respectively.

OSl reference model UltraNet implementation

TCP, UDP, ICMP,
4 Transport ISO 8073 (TP4)
ISO 8602
3 Network IP, ARP, ISO 8473
2 Link IEEE 802.2
Transceivers, UltraBus
1 Physical backplane, fiber-optic |
cable, coaxial cable | #
L7

Figure 8-1  UltraNet and the OSI Reference Model
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UltraNet uses a star topology with a network hub at the star’s focal point. Other components
of the UltraNet system include host software, network processors, link adapters, network
management tools, and internetworking products such as routers and bridges. Network
processors connect hosts to the UltraNet system and provide virtual circuit and datagram
services. Hosts directly connected to the UltraNet system can be up to 30 kilometers from
each other.This range can be extended through connection to a wide area network (WAN)
using, for example, T3 links. Figure 8-2 provides a diagram of the UltraNet system.
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Figure 8-2  UltraNet Network System
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UltraNet Components

UltraNet networks consist of various components, including hubs, host software, network

managers, network processors, and link adapters. These system elements are described in the
following sections.

UltraNet Hub

The UltraNet hub is the central connection point for hosts on an UltraNet network. It

contains a high-speed parallel internal bus (the UltraBus) connecting all processors within the
hub.The UltraBus is responsible for switching data on the UltraNet network. UltraNet hubs
provide speed matching, congestion management, and direct channel attachment.

UltraNet Host Software

UltraNet host software includes:

Programming libraries allowing standard Transmission Control Protocol /Internet Protocol
(TCP/IP) client programs and graphics application programs to run across UltraNet.

Network processor device drivers that provide the interface between user processes and
the UltraNet network processor through the processor adapter.

Support for UNIX Berkeley Standard Distribution (BSD) socket library-based applica-
tions—This support is delivered in the form of a collection of C language library
functions that replace standard socket system calls to provide compatibility with existing
socket-based applications.

Configuration utilities that allow users to define the network processors present in the
UltraNet system, to define routes between UltraNet hubs and network processors, and
to define UltraNet addresses.

Diagnostic utilities that allow users to check the UltraNet system for possible problems.
These utilities can be run from the Ultra Network Manager computer as well as from
the host.

Ultra Network Manager

The Ultra Network Manager provides tools that help initialize and monitor the UltraNet.
Physically, the manager is an Intel 80386-based PC running DOS and Windows that attaches
to the UltraNet hub through a nenwork management bus (NMB). The NMB is an independent
1-Mbps LAN based on the StarLAN (1Base5) specification. The Ultra Network Manager
exchanges management information using SNMP,
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Network Processors

Link Adapters

UltraNet network processors provide connections between UltraNet hubs and hosts.
Network processors are available that support the High-Performance Parallel Interface (HIPPI),
HSX (supported by Cray), BMC (supported by IBM), and LSC (supported by Cray)
channels, as well as the VMEbus, SBus, HP/EISA bus, and the IBM Micro Channel bus.
Network processors can reside either in the host computer or in an UltraNet hub.

Each hub-resident network processor consists of a protocol processor board, a personality module
board, and a paddlecard. The protocol processor board executes network protocols and
contains FIFO buffers to perform packet buffering and speed matching. The personality
module board manages information exchange between the protocol processor and different
network media, host channels, or specialized hardware. The paddlecard manages input/
output (I/O) between the network processor and the host computer, graphics display
monitor, or another hub.

UltraNet also offers a high-resolution graphics display system that accepts pixel data from a
host on the UltraNet and displays it on a monitor connected to the adapter. This device is
called a frame buffer network processor.

Most network protocol processing tasks are handled by the UltraNet network processors.
Network processors can host implementations of TCP/IP and related protocols as well as a
modified OSI protocol stack to effect communication between hosts.

Link adapters connect and transfer data between two UltraNet hubs or between an UltraNet
hub and a Cisco Systems AGS+ router. Consisting of link controllers, one to four link
multiplexers, and one paddlecard for each link multiplexer, link adapters have a full-duplex
private bus with a 1-gigabit per second bandwidth capacity.

On a regular basis, link adapters determine the adapters and hubs to which they are directly
connected. Link adapters forward this and other routing information to other link adapters
to dynamically build and maintain a routing database containing best-path information to all
hosts within the network.
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Chapter 9

HSSI

Background

Increasing communication speeds is an undeniable networking trend. Local area networks
(LANs) have recently moved into the 100-Mbps range with Fiber Distributed Data Interface
(FDDI). Local applications driving these speed increases include imaging, video, and today’s
distributed (client-server) data transmission applications. Faster computer platforms will
continue to drive rates up in the local environment as they make new, high-speed
applications possible.

Higher-throughput wide area network (WAN) pipes have been developed to match the
ever-increasing LAN speeds and to allow mainframe channel extension over WANs. WAN
technologies such as Frame Relay, Switched Multimegabit Data Service (SMDS), Synchronous
Optical Network (SONET). and Broadband Integrated Services Digital Network (Broadband ISDN,
or simply BISDN) take advantage of new digital and fiber-optic technologies to ensure that
WAN:Ss are not a significant bottleneck in end-to-end communication over large geographic
areas. See Chapter 14, “Frame Relay,” and Chapter 15, “SMDS,” for more information on
Frame Relay and SMDS, respectively.

With higher speeds being achieved in both the local and the wide-area environments, a data
terminal equipment (DTE) /data circuit-terminating equipment (DCE) interface that could bridge
these two worlds without becoming a bottleneck became a critical need. Classical DTE/
DCE interface standards such as RS-232 and V.35 are not capable of supporting T3 or similar
rates. By the late 1980s, it was clear that a new DTE/DCE protocol was needed.

The High-Speed Serial Interface (HSSI) 1s a DTE/DCE interface developed by Cisco Systems
and T3Plus Networking to address the previously stated needs. The HSSI specification is
available to any organization wishing to implement HSSI. So far, over 150 copies of the
specification have been distributed, and dozens of companies either have or are currently
implementing an HSSI solution. In less than three years, HSSI has become a de facto
industry standard.

HSSI 1s now in the American National Standards Institute (ANSI) Electronic Industries
Association (EIA)/TIATR30.2 committee for formal standardization. It has recently moved
into the Consultative Committee for International Telegraph and Telephone (CCITT) and
International Organization for Standardization (ISO) organizations as well, and is expected
to be standardized by these bodies.
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Technology Basics

HSSI defines both the electrical and the physical DTE/DCE interface. It therefore
corresponds to the physical layer of the OSI reference model. HSSI technical characteristics
are summarized in Figure 9-1.

HSSI technical characteristics

Max. signaling rate 52 Mbps
Max. cable length 50 feet
Connector pins 50
Interface DTE-DCE
tS(I:etﬁ(r)iﬁ)i;Iy Differential ECL

Typical power

consumption 610 mw
Topology Point-to-point
Cable e Shielded
R twisted pair g
[57]

Figure 9-1  HSSI Technical Characteristics

The maximum signaling rate of HSSI is 52 Mbps. At this rate, HSSI can handle the T3 speeds
(45 Mbps) of many of today’s fast WAN technologies, the Office Channel (OC)-1 speeds
(52 Mbps) of the synchronous digital hierarchy (SDH), and can easily provide high-speed
connectivity between LANs such as Token Ring and Ethernet.

The use of differential emitter-coupled logic (ECL) helps HSSI achieve high data rates and low
noise levels. ECL has been used in Cray interfaces for years, and is also specified by the ANSI
High-Performance Parallel Interface (HIPPI) communications standard for supercomputer LAN
communications. ECL is off-the-shelf technology that permits excellent retiming on the
receiver, resulting in reliable timing margins.

The flexibility of HSSI’s clock and data signaling protocol makes user (or vendor) bandwidth
allocation possible. The DCE controls the clock by changing its speed or by deleting clock
pulses. In this way, the DCE can allocate bandwidth between applications. For example, a
PBX may require a particular amount of bandwidth, a router another amount, and a channel
extender a third amount. Bandwidth allocation is key to making T3 and other broadband
services affordable and popular.
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HSSI uses a subminiature, FCC approved 50-pin connector that is smaller than its V.35
counterpart. To reduce the need for male-male and female-female adapters, HSSI cable
connectors are specified as male. The HSSI cable uses the same number of pins and wires as
the Small Computer Systems Interface 2 (SCSI-2) cable, but the HSSI electrical specification is
tughter.

For a high level of diagnostic input, HSSI provides four loopback tests. These tests are shown
in Figure 9-2.The first provides a local cable test, as the signal loops back once it reaches the
DTE port. The second test reaches the line port of the local DCE.The third test reaches the
line port of the remote DCE. Finally, the fourth test is a DCE-initiated test of the DTE’s
DCE port.

DTE @ Local DCE
Cable test @ >
K_’/
DTE @ Local DCE
DCE test v\@_/ 7
Remote
DTE @ Local DCE DCE
- (3
Telco line test < ( WAN > 8
® w .
DTE @ Local DCE
DTE test N @

Figure 9-2  HSSI’s Four Loopback Tests

HSSI assumes a peer-to-peer intelligence in the DCE and DTE. The control protocol is
simplified, with just ewo control signals required (“DTE available” and “DCE available™).
Both signals must be asserted before the data circuit is valid. The DCE and DTE are expected
to be able to manage the networks behind their interfaces. Reducing the number of control
signals improves circuit reliability by reducing the number of circuits that can fail.
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Chapter 10
PPP

Background

In the late 1980s, the Internet (a large international network connecting many research
organizations, universities, and commercial concerns) began to experience explosive growth
in the number of hosts supporting TCP/IP.The vast majority of these hosts were connected
to local area networks (LANs) of various types, Ethernet being the most common. Most of
the other hosts were connected through wide area networks (WANs) such as X.25-style
public data networks (PDNs). Relatively few of these hosts were connected with simple point-
to-point (that 1s, serial) links.Yet point-to-point links are among the oldest methods of data
communications and almost every host supports point-to-point connections. For example,
asynchronous RS-232-C interfaces are essentially ubiquitous.

One reason for the small number of point-to-point IP links was the lack of a standard
Internet encapsulation protocol. The Point-to-Point Protocol (PPP) was designed to solve
this problem. In addition to solving the problem of standardized Internet encapsulation of IP
over point-to-point links, PPP was also designed to address other issues, including
assignment and management of IP addresses, asynchronous (start/stop) and bit-oriented
synchronous encapsulation, network protocol multiplexing, link configuration, link quality
testing, error detection, and option negotiation for such capabilities as network-laver address
negotiation and data compression negotiation. PPP addresses these issues by providing an
extensible Link Control Protocol (LCP) and a family of Network Control Protocols (NCPs) to
negotiate optional configuration parameters and facilities. Today, PPP supports other
protocols besides IP, including IPX and DECnet.

PPP Components

PPP provides a method for transmitting datagrams over serial point-to-point links. It has
three main components:

m A method for encapsulating datagrams over serial links—PPP uses the Higli-level Data
Link Control (HDLC) protocol as a basis for encapsulating datagrams over point-to-point
links. See Chapter 12, “SDLC and Derivatives,” for more information on HDLC.

®  An extensible LCP to establish, configure, and test the data-link connection.

m A family of NCPs for establishing and configuring different network-layer protocols.
PPP is designed to allow the simultaneous use of multiple network-layer protocols.
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General Operation

In order to establish communications over a point-to-point link, the originating PPP first
sends LCP packets to configure and (optionally) test the data link. After the link has been
established and optional facilities have been negotiated as needed by the LCP, the originating
PPP sends NCP packets to choose and configure one or more network-layer protocols.
Once each of the chosen network-layer protocols has been configured, datagrams from each
network-layer protocol can be sent over the link.The link will remain configured for
communications until explicit LCP or NCP packets close the link, or until some external
event occurs (for example, an inactivity timer expires or a user intervenes).

Physical-Layer Requirements

PPP is capable of operating across any DTE/DCE interface (for example, EIA RS-232-C,
EIA RS-422, EIA RS-423 and CCITT V.35). The only absolute requirement imposed by
PPP is the provision of a duplex circuit, either dedicated or switched, that can operate in
either an asynchronous or synchronous bit-serial mode, transparent to PPP data-link layer
frames. PPP does not impose any restrictions regarding transmission rate, other than those
imposed by the particular DTE/DCE interface in use.

The PPP Data-Link Layer

PPP uses the principles, terminology, and frame structure of the International Organization
for Standardization’s (ISO’s) HDLC procedures (ISO 3309-1979), as modified by ISO
3309:1984/PDAD1 “Addendum 1: Start/stop transmission.” ISO 3309-1979 specifies the
HDLC frame structure for use in synchronous environments. ISO 3309:1984/PDAD1
specifies proposed modifications to ISO 3309-1979 to allow its use in asynchronous
environments. The PPP control procedures use the definitions and control field encodings
standardized in ISO 4335-1979 and ISO 4335-1979/Addendum 1-1979.

The PPP frame format appears in Figure 10-1.

Field length,
in bytes 1 1 1 2 Variable 20r4

Flag |Address| Control Protocol Data FCS
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Figure 10-1 PPP Frame Format
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The flag sequence is a single byte long and indicates the beginning or end of a frame. The
flag sequence consists of the binary sequence 01111110.

The address field is a single byte long and contains the binary sequence 11111111, the
standard broadcast address. PPP does not assign individual station addresses.

The control field is a single byte and contains the binary sequence 00000011, which calls for
transmission of user data in an unsequenced frame. A connectionless link service similar to
that of LLC Type 1 is provided. Refer to Chapter 12, “SDLC and Derivatives,” for more

information on LLC types and frame types.

The protocol field is two bytes long and its value identifies the protocol encapsulated in the
information field of the frame. The most up-to-date values of the protocol field are specified
in the most recent Assigned Numbers Request for Comments (RFC).

The data field is zero or more bytes in length, and contains the datagram for the protocol
specified in the protocol field. The end of the information field is found by locating the
closing flag sequence and allowing two bytes for the FCS field. The default maximum length
of the information field is 1500 bytes. By prior agreement, consenting PPP implementations
can use other values for the maximum information field length.

The frame check sequence (FCS) field is normally 16 bits (two bytes). By prior agreement,
consenting PPP implementations can use a 32-bit (four-byte) FCS for improved error
detection.

The LCP can negotiate modifications to the standard PPP frame structure. However,
modified frames will always be clearly distinguishable from standard frames.

The PPP Link Control Protocol (LCP)

The LCP provides a method of establishing, configuring, maintaining and terminating the
point-to-point connection. LCP goes through four distinct phases:

m  Link establishment and configuration negotiation—Before any network-layer datagrams
(for example, IP) can be exchanged, LCP must first open the connection and negotiate
configuration parameters.This phase is complete when a configuration acknowledgment
packet has been both sent and received.

m Link quality determination—LCP allows an optional link quality determination phase
following the link establishment and configuration negotiation phase. In this phase, the
link is tested to determine if the link quality is sufficient to bring up network-layer
protocols. This phase is completely optional. LCP can delay transmission of network-
layer protocol information until this phase is completed.

m  Network-layer protocol configuration negotiation—Once LCP has finished the link
quality determination phase, network-layer protocols can be separately configured by the
appropriate NCP and can be brought up and taken down at any time. If LCP closes the
link, it informs the network-layer protocols so that they may take appropriate action.
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m Link termination—LCP can terminate the link at any time. This will usually be done at
the request of a human user, but can happen because of a physical event such as the loss
of carrier, or the expiration of an idle-period timer.

There are three classes of LCP packets:

a Link establishment packets—Used to establish and configure a link.
m Link termination packets—Used to terminate a link.

m Link maintenance packets—Used to manage and debug a link.

These packets are used to accomplish the work of each of the LCP phases.
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Chapter 11

ISDN

Background

Integrated Services Digital Network (ISDN) refers to a set of digital services becoming
available to end users. ISDN involves the digitization of the telephone network so that voice,
data, text, graphics, music, video, and other source material can be provided to end users
from a single end-user terminal over existing telephone wiring. Proponents of ISDN
imagine a worldwide network much like the present telephone network, except that digital
transmission 1s used and a variety of new services are available.

ISDN is an effort to standardize subscriber services, user/network interfaces, and network
and internetwork capabilities. Standardizing subscriber services attempts to ensure a level of
international compatbility. Standardizing the user/network interface stimulates
development and marketing of these interfaces by third-party manufacturers. Standardizing
network and internetwork capabilities helps achieve the goal of worldwide connectivity by
ensuring that ISDN networks easily communicate with one another.

ISDN applications include high-speed image applications (such as Group IV facsimile),
additional telephone lines in homes to serve the telecommuting industry, high-speed file

transfer, and video conferencing.Voice, of course, will also be a popular application for
ISDN.

Many carriers are beginning to offer ISDN under tarift. In North America, large local-
exchange carriers (LECs) are beginning to provide ISDN service as an alternative to the T'1
connections that currently carry bulk wide-area telephone service (WATS) services.

Components

ISDN components include terminals, terminal adapters (TAs), network-termination
devices, line-termination equipment, and exchange-termination equipment. ISDN
terminals come in two types. Specialized ISDN terminals are referred to as terminal equipment
type 1 (TE1). Non-ISDN terminals such as DTE that predate the ISDN standards are
reterred to as terminal equipment type 2 (TE2). TEls connect to the ISDN network through a
four-wire twisted-pair digital link. TE2s connect to the ISDN network through a terminal
adapter. The ISDN TA can either be a standalone device or a board inside the TE2. If
implemented as a standalone device, the TE2 connects to the TA via a standard physical-layer
interface (for example, EIA232,V.24, orV.35).
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Beyond the TE1 and TE2 devices, the next connection point in the ISDN network is the
NT1 or NT2.These are network-termination devices that connect the four-wire subscriber
wiring to the conventional two-wire local loop. In North America, the NT1 is a customer
premises equipment (CPE) device. In most other parts of the world, the NT1 is part of the
network provided by the carrier. The NT2 is a more complicated device, typically found in
digital private branch exchanges (PBXs), that performs Layer 2 and 3 protocol functions and
concentration services. An NT1/2 device also exists; it is a single device that combines the
functions of an NT1 and an NT2.

A number of reference points are specified in ISDN.These reference points define logical
interfaces between functional groupings such as TAs and NT1s. ISDN reference points
include R (the reference point between non-ISDN equipment and a TA), S (the reference
point between user terminals and the NT2), T (the reference point between NT1 and NT2
devices), and U (the reference point between NT1 devices and line-termination equipment
in the carrier network).The U reference point is relevant only in North America, where the
NT1 function is not provided by the carrier network.

A sample ISDN configuration is shown in Figure 11-1.This figure shows three devices
attached to an ISDN switch at the central office. Two of these devices are ISDN-compatible,
so they can be attached through an S reference point to NT2 devices. The third device (a
standard, non-ISDN telephone) attaches through the R reference point to aTA.Any of these
devices could also attach to a NT1/2 device, which would replace both the NT1 and the
NT2. And, although they are not shown, similar user stations are attached to the right-most

ISDN switch.

Switched
TE1 device S T v
(computer)

ISDN Packet ISDN

E ‘ NT2 NT1 ‘ switch network switch

TE1 device ] T u
(ISDN telephone)

Private-line
network

E ‘ TA | NT2 | NT1 I

TE2 device R S T u
(standard telephone)

$1307a

Figure 11-1 Sample ISDN Configuration
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Services

ISDN’s Basic Rate Interface (BRI) service ofters two B channels and one D channel (2B+D). BRI
B-channel service operates at 64 Kbps and is meant to carry user data; BRI D-channel
service operates at 16 Kbps and is meant to carry control and signaling information, although
it can support user data transmission under certain circumstances. The D channel signaling
protocol comprises Layers 1 through 3 of the OSI reference model. BRI also provides for
framing control and other overhead, bringing its total bit <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>