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PREFACE

This manual describes in detail the instailation requirements, programming considerations and tech-
nigues, and microcode operation for the DMV 11 Synchronous Controller. A variety of appendices are
also provided to supplement the above.

Other publications which support the DMV11 Synchronous Controller are:

s DMV Print Set (MP-00942)

e Electronic Industries Association (EIA) Specifications

o DIGITAL Data Communications Message Protocol (DDCMP) Specifications {AA-D39YA-
TC)

I i

iX







CHAPTER 1
INTRODUCTION

L.t INTRODUCTION

The multipoint DDCMP-DMV 11 Intelligent Communications Synchronous Line Controiler is a device
which provides efficient high-speed synchronous communications for distributed networks. The
DMV11 uses LSI-11 CPUs as control or tributary stations, while requiring a minimum of main CPU
resources. This manuai provides detailed information necessary for installing and operating the
DMV

.2 INTRODUCTION TO MULTIPOINT

Point-to-point configurations are practical when the message rate of the terminals is high. In many
cases, however, the message rate of the terminals is very low cven though the bit rate may be quite
high. In these cases, sharing a transmission line can significantly reduce the cost and improve the effi-
ciency of a communications network.

Various techniques are used to share transmission lines to improve their utilization, One of these tech-
aiques is the use of multipoint lines. In multipoint operation, a single line can be shared among many
nodes. Each node is a station and has a unique address. One station in the network is always designated
as the control station while the remaining stations arc designated as tributary stations. Because all sta-
tions are connected to the same line, no two tributary stations may transmit at the same time, and each
station must have a means of recognizing which messages it is meant to receive. The address field of the
message header identifies the station to receive the message. The control station governs sharing of the
fine by means of polling in order to authorize transmission to the control station. In a polling operation
the tributaries are in effect asked one by one whether they have anything to transmit. To accomplish
ihis, the control station sends a polling message with u unique tributary address down the line. The
station which recognizes the address responds by sending data or by sending a positive response.

Tributary stations can only transmit to the control station and only in response to a polling message
from the control station. Transmission between tributaries is not allowed as all message traffic must be
routed through the control station. Control stations on the other hand may transmit to any tributary at
any time if the communicating stations are in full-duplex. In fact, multiple messages for different desti-
nations (tributaries) can be sent serially by the control station. Each tributary station then, in turn,
examines the address and accepts only those messages it is meant to receive.

The use of communication lines can be maximized by using full-duplex capabilities at the control sta-
tion to accommodate many tributary stations on a full-duplex line. In this mode, the control station
keeps the lines full by sending to one or more tributary stations, while at the same time receiving from
another wibutary station.

1.3 DMV11 GENERAL DESCRIPTION
The DMV11 is a high-performance line controller which operates at speeds up to 56K b/s. It accom-
piishes this by doing DMA transfers. '
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There are three availabic options and they are outlined bejow.

The DMV I1I-AA consists of:
e An MBO0S3-MA microcontroller/line unit (2 quad-high module with multipoint microcode);

e  An H3254 (V.35 or integral modem) module test connector:
e An H3255 (RS-423-A/232-C) module test connector:

e A BCSSH cable: and

s An H3I25 and H3251 cable turnarcund test connector,

The DMV11-AB consists of:
s An MB053-MA microcontreller/line unit (a quad-high module with multipoint microcode);

e  An H3254 (V.35 or integral modem) module test connector;
®  An H3255 (RS-423-A/2232-C) module test connector;

e A BCO0OS5SZ-25 cable; and

#  An H3250 cable turnaround test connector.

The DMV IEE-AC consists of:
®»  An MB3064-MA microcontroller/line unit (a quad-high module with multipoint microcode):

#

An H3254 (V.35 or integral modem) module test connector:

@

A BCS55F cable: and
»  H3257 and H3I258 terminators.
These three options provide coverage of four different types of interfaces (see Table 1-13%

Features of the DMV include:
#  Support of point-to-point and multipoint operation,
»  Support for remote or local, full-duplex, or half-duplex configurations,
s  Support for 12 tributaries and one control station in multipoint operation,
s  Switch and program selectable operating mode and tributary address,
e  Support for multiple 3:idressed tributaries,
¢ Down-line loading and remote load detect capabilities,
#  (Go/No-Go diagnostic testing by the microcode,
¢  Go/No-Go exlensive error reporting,

» Modem controf.




Table 1-1 DMV11 Options

Line Speed
Optioa Interface {(DMV 11 Limitations)
DMVILAA EIA RS-232-C Upto 192K b/s
EIA RS-423-A Lipto 56K b/s
DMV1i-AB CCITT V.35 Upto 56K b/s
DMVI11-AC Integral modem S6K b/sonly

1.4 STANDARD APPLICATIONS

The DMV 11 ¢an be used with the integral modem as well as with EIA and CCITT applications. These
applications can be configured as either point-to-point or multipoint networks. Figure 1-1 shows a typi-
cal point-to-point application and Figure 1-2 shows a typical multipoint application. For local operations
through integral modems, stations are interconnected by twinax or triaxial cables. The integral modem
can support up to 12 drops in both half- and full-duplex modes. For remote operations, stations are
connected through external modems that use common carrier facihities. For specific infermation on in-
stallation of either of the basic DMV11 units and associated options, refer to Chapter 2.
For multipoint applications, the tributary address for cach DMV11 in the network is either switch or
program assigned. In the case of switch-assigned tributary addresses, specific switches on cach DMV
define the numerical value of the address to which that DMV responds. The advantage of a switch-
assigned tributary address is that it provides data transfer security since the address cannot be change
by software.

A major advantage of DMV 11 muitipoint networks is the ability of the main CPU at the control station
to down-line Joad programs to the CPU at each tributary and start those programs without manual in-
tervention. As a resuit, DMV 1i-based multipoint networks are particularly suited for installation at
remote and generally inaccessible locations. For example, DMV 115 may be used in satelites, in hard to
reach locations such as weather stations at sea, and in hazardous environments.

1.5 DMVl SYSTEM OPERATION

Operation of the DMV11 communications line controller is initiated and directed by a user program
residing in the main memory. The user program consists of an application program and a device driver
that serves as an interface between the DMV11 and the CPUL '

Communication between the user program and the DMVI1 is accomplished over the LSI-11 bus
through four control and status registers (CSRs). These four 16-bit registers serve as a bidirectional
port 1o pass user-program commands to the DMV11, and DMV11 responses to those commands back to
the user program. Each of these registers are word and byte addressable by both the user program and
the DMV1i microcode.

NOTE
Normally only four CSRs are available to the user
program. However, in 22-bit address mode, eight
{'SRs are available although only one additional 16-
bit register is used.

his group of four CSRs, the first two have a fixed format and in general serve as a handshake con-
trol for user-program commands and DMV 11 responses. The next two CSRs form a port for the ex-
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change of command and responses between the user program and the DMV 11. Other control fields
provide for mitialization, interrupt enabling, reading and execution of maintenance instructions, data
transfer setup, and tributary addressing.

A user program issues 2 command to the DMV 11 by first requesting the use of the data port. When the
DMV 1 grants permission to use the data port, the user program passes the command to the DMV11 in
the CSRs. The DMV11 interprets the command and performs the specified actions. {f a response is
required, the DMVI11 stores the appropriate response in the CSRs and then informs the user program
that a response is preseni.

Message data received or to be transmitted by the DMVI11 is written into or read from preassigned
buffers in main CPU memory. These buffers are accessed by the DMVI1 through nonprocessor
reguests (NPRs) to the associated bus address.

LSI-11 CPU LSI-11 CPU

LOCAL REMOTE
OPERATING , OPERATING
SYSTEM NODE SYSTEM NODE

USER PROGRAM
OEVICE DRIVER

USER PROGRAM
DEVICE DRIVER

151-11 BUS
+

)
Y 1
#1__TRIB.
[ #2 ,
‘, -y |
| L NOT je——s MODEM le 44 ») MODEM l«—>f  DMV11
USED Lo I
R |
#12
DMV

MK.2485

Figure 1-1  DMV11s Used in Point-to-Point Applications

1.6 COMMAND/RESPONSE STRUCTURES

Since the DMV 11 is basically an input/output device, it follows that the command/response set for this
device be categorized as input commands and output responses. Input commands are commands issued
by the user program to the DMV 1. Output responses are typically responses to those commands, and
are issued by the DMV11i to the user program.

Same responses are unsolicited, and are used to inform the user program of protocol events and line
ErTOrs.

1.6.1  Input Commands
There are four types of input commands. They are listed below in the usual order of issuance.

Microprocessor control/maintenance,
Mode definition,

Control,

Buffer address/character count.

O
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1.6.2  Output Responses
Output responses serve to inform the user program of normal or abnormal conditions concerning the
data transfer operation. There are three types of output responses:

H

Control response.
2. Information response,
3. Buffer disposition response.

Figure 1-3 is a general summary of the functions performed by the DMV11 command/response struc-
ture. These commands and responses are discussed in detail in Chapter 3.

1.7 PROTOCOL SUPPORT

In DMVIT point-to-point and multipoint networks, all message transfers between nodes are under con-
trol of the Digital Data Communications Message Protocol (DDCMP). All aspects of DDCMP process-
ing are handied by the DMVI1 microcode. Message handling at the user-program level only involves
setting up data buffers during transmit operations and accepting data from the DMV 11 during receive
operations.

There are no file structure constrainis on messages transmitted or received over DMV networks:
however, the maximum data message length allowed is 16,383 bytes. Also, there are no restrictions as
to the type of data transmitted or received under DDCMP since all data is transmitted and received in
transparent form.

There are basicaily three types of DDCMP messages: the data message, the control message, and the
maintenance message.

1.7.1 Data Messages

DDCMP data messages consist of two parts: the message header and the message bodv. The header
consists of eight bytes of control information necessary for successful transmission of the message. In-
cluded in these eight bytes is the block-check count (BCC) for the header, the byte count of the mes-
sage body, and the tributary address. The header also contains two control bits; one that indicates res-
ynchronization after this message, and one that controls line turnaround. The message body consists of
the message and a BCC for the message. Both BCC characters are used by the DMV11 to validate
messages as they are received.

The header is assembled by the DMV and transmitted with the message body to form the data mes-
sage. The receiving DMV11 uses the header to verify the address and ensure that the message is re-
cetved in the correct sequence. The header is also used to determine the number of bytes to transfer to
the user program. The header is discarded when the message is successfully passed to the user program.

1.7.2  Control Messages

Control messages are used to manage message traffic. They are eight-byte DDCMP messages which
are passed between control and tributary stations under sole control of the DMV, Two examples of
control messages are acknowledge (ACK) and negative acknowledge { NAK). ACKs indicate successiul
reception of messages while NAKSs indicate unsuccessful reception. Control messages in multipoint also
contuin the address field to identify the tributary to which the message is sent or received from.

1.7.3  Maintenance Messages

Under DDCMP, a2 DMV has two data transfer modes: the DDCMP run state, and the DDCMP
maintenance state. In the run state, 1« DMV receives and transmits data messages. in the mainte-
nance state, a DMVI1 recetves and transmits on/y maintenance messages. A maintenance message is
formatted much like a data message. It is formed by an cight-byte header followed by a variable length
message body. The content of the body is determined by the user program. Maintenance messages may
consist of: 1) operating or diagnostic programs transmitted by the control station for down-line loading
into the CPU of a specified tributary, or 2) a portion of the contents of a tributary’s CPU memory as
requested by the control station. The request of this information is also handled by a maintenance mes-
sage.

OSSP OG 1 r ti  F
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1. MESSAGE SEQUENCING

2. ERROR BECORDING AND REPORTING
3. PROTOCOL SUPPORY
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MESSAGE TRAFFIC CONTROL FUNCTIONS:

DMVIT ISSUES BUFFER
DISPOSITION RESPONSES,
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MK 2861

Figure 13 General Summary of DMV 1t Command/Response Structure
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1.8 GENERAL SPECIFICATIONS ,
Environmental, electrical, and performance specifications for all DMV 11 configurations are listed in
Sections 1.8.1 through 1.8.3.

1.8.1  Environmental Specifications
The DMV11 is designed to operate in a class C environment as specified by DEC STD 102 {extended).

— Operating Temperature 5°C (41°F) to S0°C {122°F)
— Relative Humidity 10% to 90% with a maximum wet bulb temperature of

28°C (82°F) and a minimum dew point of 2°C (36°F).

1.8.2 Electrical Specifications
The DMV11 requires the following voitages from the LSI-11 bus for proper operation.

Option Voltage

DMV11-AA AB FIV@3dA
+12V @ 0.380 A

DMVI11-AC +5V@335A
+12 V@ 0.260 A

A — 12V @ 250 mA required by the level conversion logic for both versions is generated off the +12 V
by a switching inverter.

1.8.3 Performance Specifications
Performance parameters are as follows:

- Operating mode Full- or hatf-duplex
— Data format Synchronous DDCMP
~ Data rates Up to 6K b/s
— Tributaries supported Upto 12

DMV 1ils may be connected to DMP1Is/DMVils, DMRI11s, DMCIls, and any other synchronous
controller running DDCMP protocol.
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CHAPTER 2
INSTALLATION

2.1 INTRODUCTION

This chapter provides ail the information necessary for a successiul installation and subsequent check-
out of the DMV 11 Included are instructions for unpacking and inspection, preinstallation, installation,
and verification of operation.

2.2 UNPACKING AND INSPECTION

The DMV s packaged according to commercial packing practices. When unpacking, remove all
packing material and check the equipment against the packing list (Table 2-1 contains a list of supplied
items for each configuration). Inspect all parts and carefully inspect the module for cracks, loose com-
ponents, and separations in the etched paths. Report damages or shortages to the shipper and notify the
DIGITAL representative.

2.3 INSTALLATION CONSIDERATIONS
Installation of the DMV11 microcontroller/line unit subsystem should be done in three phases:
s  Phase | - Preinstallation considerations

Verify system requirements, system placement, and configuration requirements.

Network topology chart

For multipeint networks it is absolutely necessary to know the configuration of the DMV11
(that is; control, tributary, HDX, FDX, and so on) locations of tributaries (w/address), and
where in network they are connected (control, Trib 187, Trib 98, Trib 208) or else trouble-
shooting will be extremely difficult.

e Phase Il -~ Microcontroller/line unit installation

Configure, install, and verify the microcontroller/line unit module via the appropriate diag-
nostics. '

*  Phase [11 - DMVI11 system testing

Verify the DMV11 microprocessor subsystem operation with the functional diagnostics and
system exerciser programs.

2-1




Table 2-1

DMV11 Option Packing List

Option Parts List Description
DMVII-AA RS-232-C/RS-423-A interface containing:

DMVI1i-AC

MB053-MA
BCS5SH

H3254, H3255
H3251, H325
EK-DMVII-UG
MP-00942
ZJ328-RB

MBO0S3-MA
BCO5Z-25
H3250

H3254, H3255
EK-DMV11-UG
MP-00942
ZJ328-RB

MB064-MA
BCS55F-10
H3254
H3257/H3258
EK-DMVILE-UG
MP-00942
ZJ328-RB

Basic remote DMV 1T unit

EIA RS-232-C/RS-423-A panel assembly
Module test connectors

Cable turnaround fest connector

DMV User's Guide

Field Maintenance Print Set

LIB kit

CCITT V.35 interface containing:

Basic remote DMV I unit
CCITT V.35 cabie

Cable turnaround test connector
Module test connectors

DMV User's Guide

Field Maintenance Print Set
LIB kit

Integral modem interface containing:

Basic local DMV 11 unit
Integral modem cable
Module test connecior
BCS535A terminators

DMV User's Guide

Field Maintenance Print Set
LIB kit

2.4 PREINSTALLATION CONSIDERATIONS

Table 2-1 and the following should be considered prior to ordering 2 DMV 11 communications interface
to ensure that the system can accept the DMV 11 and that it can be installed correctly. The steps should
also be verified at installation time.

It is strongly recommended that a topology diagram be drawn at installation time and maintained
throughout the life of the installation. Figure 2-1 shows a local network topology und Figure 2-2 shows a
remote network topology. The topology diagram should provide the following information.

Cable routing — Show the actual physical location of the cable trough and in-
dicate any equipment which might cause interference such as
an X-ray room.

Indicate whether the CPU 13 a PDP-11/23, PDP-11/70, PDP-
11/34, VAX-11/780, and so forth. (The network could consist
of a mixture of DMP1ls and DMV 1is).

Indicate if the station is a control or tributary station.

Machine type -

Type of station -

Physical address — DDCMP address can range from [-255,

2-2
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iocation —

Mode name

Operating sysiem and
* L= -

VETSion

DECnet version —

Transmit and receive —

Indicate by room number or other appropriate means, the ac-
tual physical location of the equipment

The name given to the tributary if applicable.

The name of the software operating system such as RSX-11M
V3.2,

DECnet software version such as DECnet-11M V3.0,

Show transmit and receive lines. Depict end nodes and show
termination. If a patch panel is used, indicate the line numbers
between patch panels.

NOTE
The use of patch panels and numbering of the lines is
recommended.
BX | TX ELEVATOR SHAFT
,VM
DELTA e
11770 P o
DMPT1
TRIB 3
RSTS XX.X
‘ ) SUSPENDED CEILING
DE - XX.X o
HOOM 515 / .
g Fd e 7 L.
o 4 -
1 " i
— —
RX | TX AX | Tx
BETA GAMA
11/34 11/23
DMP 11 DMV 11
TRIB 1 TRIB 2
RSX11 M ASX 11 M
DM - XX.X DM - XX.X
ROOM 412 ROOM 430
:- "y
1
, i
RX | TX
ALPHA
VAX 11/780 |
DMP 11
CONTROL
VIS XX.X
DV - XXX
ROOM 111

SK-2607

Figure 2-1  Local Network Topology
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MERRIMACK
MK1-1/K37
YAX 11/780
VAX VMS XX X
DV-XX.X
*NOTE 1
*NOTE 3
CONTROL
FNOTE 1
PATCH PANELS ARE :
RECOMMENDED BUT MAY NASHUA
HOTALWAYS BE USED IF THEY NU
ARE USED, THEIR PHYSICAL 11/80
LOCATION SHOULD BE 4800 NASHUA 4800 RSTS XXX
INDICATED EXCHANGE DE-XX. X
*NOTE 1
*NOTE 3
*NOTE 2
MODEM - 2084 TRIB 1
CONTROL STATION OPTIONS
SEE TABLE 2.2
NOTE 3 ; TEWKSBURY
MODEM - 208A TW
TRIBUTARY DPTIONS ,
SEE TABLE 2-2 LOWELL VAX 11/750
OV-XX.X
*NOTE 1
*NOTE 3
TRIB 2
4800 | MAaYNARD | 4800
EXCHANGE ,
MARLBORO
MR 4800
11723
HEX-11M 7
Vv.3.2 MARLBORO E:] MAYNARD
DM XXX EXCHANGE
*NOTE 1 ;
*NOTE 7 11/23
TRIB 4 BRSX-11M
*NOTE 1
TRIB 3
ME-2848
Figure 2-2  Remote Network Topology
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Table 2-2  Typical Host Options of a Bell 208A Data Set (4800 b/s)
Full-Duplex Operation '

Data Set Options

DEC Recommended Settings

Transmitter timing
Carrier control

Request-to-send operation in
continuous carrier mode

One second holdover at
receiver on line dropouts

New sync-option to squelch
receiver clock

Data set ready lead option
for analog loopback testing
by data terminal

Grounding option

Data set (internalj

Continuous

Continuous (CB constantly ON)

Not provided

Not used — NS is strapped OFF
within the data set

CCis ON when the AL button (only)

is depressed

AB connected to AA

Table 2-3 Typical Tributary Options of a Bell 208A Data Set (4800 b/s)

Full-Duplex Operation

Data Set Options

DEC Recommended Settings

Transmitter timing

Carrier control
Request-to-send operation in
continuous carrier mode
Cne second holdover at
receiver on line dropouts

New sync-option to squelch
receiver clock

Data set ready lead option
for analog loopback testing
by data terminal

Grounding option

Data set {internal)

Switched (48.5 ms CA-CB delay)
Continuous (CB constantly ON) N/A
Switched (8 ms = .5 CA-CB delay)
N/A

Not provided

Not used ~ NS is strapped OFF
within the data set

CC 13 ON when the AL button {only)

is depressed

AB connected to AA
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2.4.1  Device Placement

The DMV 11 can be instalied in any LSI-11 bus-compatible backplane such as H9276. Gn systems that
contain many high-speed direct memory access {DMA} devices, there is a probability of adverse bus
latency. To help prevent against this occurrence, the DMV 11 should be placed physically close to the
processor. As a result, this gives the DMVIT 2 high DMA priority.

2.4.2 System Requirements

s LSI-11 bus leading
The MB053-MA or M8064-MA present two ac Joads and one de load to the LS1-11 bus.
#  Power requirements

Check the power supply before and after instatling the microcontrolier/line unit 1o ensure
against overloading. Power requirements are listed in Table 2-4.

& [nterrupt priority
The interrupt priority is preset to level four.

¢  Device address assignment

The DMVI11 address resides in the floating address space of the LSI-11 bus addresses. The
ranking assignment of the DMV11 for bus address is 24,

The selection of the device address is accomplished by switch packs on the micro-
Y

controler/line unit module. Refer to Figures 2-3 and 2-4.
e Device vector address assignment

The DMV vectors reside in the floating vector space of the LSI-11 bus addresses. The
ranking assignment of the DMV 11 for vector assignments is 46.

The sclection of the vector address is accomplished by a switchpack on the micro-
controller/line unit module. Refer to Figures 2-3 and 2-4.

Table 2-4 DMVI11 Voltage Chart

Module Voltage Rating Maximum Minimum Backplane
Voltage Voltage Pin

MEBOS3-MA +35.25 +5.0 AAZ

+12.60 +11.40 AD2

MBO64-MA +5 V@ 33sA +5.25 +5.0 AAZ
+12V@0.260 A +12.60 +11.40 AD2
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2.5 INSTALLATION
When installing the DMV in the LSI-11 bus-compatible backplane, LSI-11 configuring rules must
be followed.

Proceed with the instaliation as follows by performing the following on the slot that will contain the
DMVII.

1. Verify that the backplane voltages are within the tolerances specified in Table 2-4.

r

Turn system power OFF and perform resistance checks on the backplane voltage sources to
ground. This ensures that no short circuits exist. Refer to Table 2-4 for backplane pin assign-
ments.

3. Configure the correct device address using switchpack settings from Table 2-3.

4. Configure the correct vector address using switchpack settings from Table 2-6.

LA

Verify that the switch selectable features of the DMV11 are configured for the station being
installed. See Figure 2-5.

6. Insert the appropriate module test connector into the correct microcontroller/line unit con-
nector as specified in Table 2-7. Be sure to insert the test connector with “SIDE 17 (etched
on the test connector) visible from the component side of the module. Refer to Figure 2-6 and
2-7.

Schematics and outline drawings of each test connector used with the DMVI11 are provided
in Figure 2-8.

7. Turn system power ON.

8. Load and execute the DMVI11 static diagnostics. Five crror-free passes of each part is the
mimimum for successful operation.

(CYVDMA** - DMV 11 static logic test part |
(CHIVDMB** - DMV 11 static fogic test part 2
{CIVDMC** - DMV 1] static logic test part 3
(C)VDMD** - DMV 11 static logic test part 4
{CIVDME** - DMV 11 static logic test part 5

P

9. Remove the module turnaround test connector and connect the appropriate cable (see Table
2-7 and Figure 2-9) to the proper Berg connector for the DMV11 option selected. Refer to
Table 2-7 for detailed information on cable requirements and to Figures 2-10 through 2-14
for system cabling configurations.

NOTE
When installing panel cables BCS5F or BCS5H, it is
important that the panel be properly mounied to the
rear-mounting bulkhead to ensure adequate ground-
ing.
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When connecting the BC3SH connector panel, verify that the apﬂm;ﬁ,ﬁazc modem jumpers on
the panel are properly configured for the option selected. Table 2-8 fists each of these options
and re zmr&a w*? per configurations

Integral modem options require that « 75 ohms terminator be connected to each receive line
(BCS5F panel} at cach end of a full-duplex and a half-duplex network. These terminators are
available in both male (H3257) and female (H3258) types to accommaodate different integral
modem cabling. Selection of the appropriate terminator type is dependent upon which type
of unused pancl connector is available on the r Ccm, m‘\e at the BCSSF pam Refer to Fig-

e

ure 2-10 for DMV 11 remote cabling and to Figure 2-11 for DMV 11 10 DMV 11 local cabling

o
e

10, Insert the appropriate cable turnaround test connector in the end of the cable. Refer to Table
2-7 Tor the specific test connector. Load and execute the static diagnostics specified in Step 8
using the external maintenance mode selected to verify the module and cable. Upon cbiain-
ing a minimum of five error-free passes, proceed to the DMV system test pz’w edures, Sce-
tion 2.6. Figure 2-8 illustrates the various test connectors used in the DMV

2.6 DMVII SYSTEM TESTING
The final step in the installation of a DMV subsystem is to exercise the DMV11 as: 1) 2 unit on the
LSE11 bus; and 2) a link in a conununications network.

2.6.1 Functional Diagnostic Testing

Ensure that the specific cable turnaround test connector Tor the selected DMV 1T option s still instalied

‘a‘t’ Z?’xs end of the cable. Load and execute the DMV functional diagnostics with the external mo
fected. Upon obtaining a minimum of five error-free end passes, proceed to Section 2.6.2

{918
di:‘

2.6.2 DEC/X11 System Exerciser

The DEC/X 11 system exerciser for the DMV 11 ¢ uan be run in twe different operating modes. internal
and external. The internal mode selects faster LSI-11 bus activity. The external mode requires that the
specific modem test connector be installed at the end of the cable. This is the preferred mode of oper-
ation. There are two DEC/X11 modules for the DMV 11; DMD* and DME*.

2.6.3  Final Cable Connections

The final step in the installation process is to return the DMV 11 10 its normal cable connee itn\ cither
to the apprepriate modem or to the distribution panel. The DMVt system cabling diagrams in Figures
2-1¢ through 2-14 have been included to help show overall cabling for the various DMV1it- XX aptions.
Reterences 1o specified locations of the various test connectors durmg diagnostic ustmg are also inciud-
ed. After the cables are connected to the appropriate modem or distribution panel, it is suggested that
the data communications link test program (DCLT) be exercised.

2.6.4 DMVI11 Link Testing

The DMVI11 can be exercised over a communications link by the data communications link test
(BCLT). It s suggested that DCLT be configured to run first on a cable test connector and then on a
maodem with the modem analog loopback test feature selected (if Yht modem includes this feature).

MNext, the overall communications link should be exercised with the remote computer system that con-

tains a DMV1IL

BR335SR RS 8 S SR o e



Table 2-8 Device Address Selection
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Table 2-6 Vector Address Selection
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DDCMP ADDRESS REGISTER
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ON | ON N HDX PT TO PT DMC COMPATIBLE
ON | oM OFE FDX PT TO PT DMC COMPATIBLE
ON | OFF | ON HDX POINT TO POINT
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OFF | ON ON HDX CONTROL STATION
OFF | ON OFF FDX CONTROL STATION
OFF | OFF | ON HDX TRIBUTARY STATION
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10 9
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Figure 2-5 DMV11 Switch Selectable Features




Table 2-7 (able Description

Module

Test

fnterface Cable Connector Connector Description
RS-232-C 32 H325 A cable with a 4{-pin

RS-

BCOSD-25
Refor to
Figure 2-9
YView B

(MB053)

J2
(MBO353)

H3251

Berg connector at one
erwd, The other end
has a paml that in-
cludes two different
cinch connectors, J1
and J2. Connecior 12
is used for R8-232.C
to connect to the
modem with external
cable BCOSID-25 The
panel i1s mounted to

a rear-mounted buik-
head to ensure proper
grounding and ease of
aceess to external
cahle connections.

AT.6m (25 feet
external cable thut
connegcis to J2 of ti ¢
BCS5C panel and an
RS-232-C modem.

Same cable as used
for RS-232-C cucept
that panel connector
J1is vsed with ex-
ternal cable BC33D-33
for connection o the
modem. The panel is
weunied 1o a rear-
maunted bulkhead 1o
ensure nroper ground-
ina and case ¢
cess for w(tem
cab Ea ONnect

M.

AT m (33 feetd
cable that connects
to Jt of the BUAESH
panel and an R5-449
modem.
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Table 2-7 Cable Description (Cont)

tnterface

Moduie
Connector

Test
Connector

Description

V.35

integral
Modesn

Integral
Modem

Ealgri- s Rev
o
@
b ]
-

& s
v &2
-

BOLC53N-98
Refer to
Figure 2-9
View E

BC55M-98
Refer to
Figure 2-9
View E

Ji
(M8053)

J1
(M8064)

Local link
BCSSF panel

None

H3250

Panel
switch to
HDX posi-
uon

None

None

AT 6m (25 feen}
modem cable with a
40-pin Berg connector
at one end that con-
nects to J1 of the
M&033. A 34-pin Data-
Phone DIGITAL Service
(DDS) connector s
imstalied at the

other ¢nd and con-
nects to the modem.

A 0.9 m (3 feety
cable with a 40-pin
Berg connector at one
end that plugs into

J1 of the M8064. The
panel assembly is in-
stalled at the rear-
mounted bulkhead for
ease of external con-
nections and o en-
sure proper ground-
ing.

Appropriate termina-
tor connectors H3257
or H3258 must be
used. See Figures 2-9
and View F.

A 299 m (98 fect)
external twinax cable
used to interconnect
aDMPllora DMRI o
a DMV system fora
selected data rate of

56K b/s.

A 299 m (98 f2e0)
external triaxial

cable used for the

same purpose as the
BCS33N, but for data
rates above 36K b/s.

The DMV11-AC supports
data rates of 56K

b/s,
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Figure 2-7  Test Connector Insertion for the M8064
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Figure 2-8  DMVI11 Test Connectors (Sheet 1 of 4}
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SEND COMMON

REC COMMON

TER IN SER >

INCOMING CALL -t

TER ROY + o

DATA MODE + <

SEND DATA + e

REC DATA + -

SEND DATA — -

REC DATA —~ *

NULL CLK + >
SEND TIMING + =

REC TIMING + g
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Figure 2-8
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Figure 2-8 DMV} Test Connectors {Sheet 3 of 4}
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Figure 2-9 DMV11 Cable Drawings (Sheet I of 3)
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Figure 2-10 DMVi! Remote System Cabling Diagram
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NOTES:
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CHAPTER 3
COMMAND AND RESPONSE STRUCTURES

31 INTRODUCTION

This chapter defines DMV11 command and response formats in ail necessary detail, and describes all
programming sequences relevant to DMV 11 operation in the network environment. The CSR command
structure and format of input commands and output responses, as well as data port descriptions, are
described in detail. Discussions include special programming techniques. user access to maintenance
made, and aser interpretation of status/error reporting.

3.2 COMMAND STRUCTURE

The DMVIL command set is structured into two categories; input commands and output responses.
Briel overviews of input commands and output responses, including command codes and the hand-
shaking reguirements, are provided in this section.

Transfer of control and status information between the main CPU resident user program and the
DMVI11 is accomplished through four 16-bit control and status registers (CSRs). Input commands are
issued to the DMVI1 by the user program, and output responses are issued to the user program by the
DMV

NOTE
Normalily only four CSRs are used, but in the 22-bit
address mode, eight CSRs are available.

3.2.1 Control and Status Registers

Four 16-bit CSRs are used to transfer control and status information. These registers are both byte and
word addressable. The eight bytes are assigned addresses in the floating address space in the 1/0 page
as follows:

FOXXXO, TOXXNT, 16XXX2, I6XXX3, 16XXX4, 16XXX5, 16XXX6, and 16XXXT.

For discussion, these byte addresses are designated byte select 0 through 7 (BSELO through BSELT).
BSEL10 and BSEL11 arc only used in 22-bit address mode. BSEL12 through BSEL17 are not used by
the user/DMV 1 l-command structure and are not referred to in this document.

The four word addresses are the even numbered locations and are designated select 0, 2, 4, and 6
(SELO, SELZ, SEL4, and SEL6). The CSR addresses are assigned to the floating address space. The
floating address ranking for the DMV11 is 24 (See Appendix B). The relationship between the sym-
bolic byte and word addresses for DMV11 CSRs, and the actual CSR layout, is shown in Figure 3-1.
Figure 3-2 1llustrates the fields in CSR bytes BSELG, BSEL2, and BSEL3 that comprise the fixed
format portion of both user-program commands and DMV 11 responses. This fixed format portion serv-
s 1o identify the command /response type, address of the tributary that the command /response applies
to, and coordinate ownership of the CSRs between the DMV11 and the user program. Detailed bit
descriptions of SELO and BSEL?2 are provided in Tables 3-1 and 3-2 respectively.

The four bytes comprising SEL4 and SEL6 contain the fields pertinent to each user-program command
and DMV 11 response. Detailed descriptions of the SEL4 and SELS fields are presented in Sections 3.3
through 3 4.
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BSEL! BSELO SELO
BSEL3 ASEL2 SELZ
BSELS BSEL4 SEL4
BSEL7 BSELS SELB

L BSEL11 BSEL10 | seLto®

*SELTO 1S ONLY USED IN 22 BIT ADDRESS MODE
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DMV11 CSRs Byte and Word
Symbolic Addresses

Figure 3-1

7 6 $ 4 3 2 0
7 8 = N 3 ; ; o | ROI IEO _r IEl | 8SEW0
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BSELS TRIBUT ADDRES r : COMMAND TYPE § BSEL2
RIS ARY ,ﬁ,i}{f‘*ﬁE‘:}Si RDO i RDI CoDE SELS
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SEL] ; * A . i FIELDS : . ; . SELS
5 14 13 42 1t 10 8 8 7 6 5 4 3 2 1 0
BE-B36
Figure 3-2  Fixed and Variable Formats for Commands and Responses
Table 3-1 SELO Bit Functions
Bits Name Description
BSELO
) Interrupt When set, this bit enables the DMV11. upon asserfing RDI (bit 4
Enable In (IEI) | of BSEL2), to generate an interrupt to vector address X X0,
1-3 Reserved
4 Interrupt When set, this bit enables the DMV11, upon asserting RDO (bit
Enable Out 7 of BSEL2), to generate an interrupt to vector address X X4,
(TEQ)
56 Reserved
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Table 3-1 SELO Bit Functions {Cont)

Bits

Name

Description

o )

i
Lnd

14

s
5

Request In
(ROQD

Maintenance
Request

This bit is set by the user program to request access to the data
port. It is cleared by the user program when the data port iz not
required for further issuing of commands. The user program may
leave RQI set if successive requests for the data port are pending.

When set, along with master clear (bit 14 of SEL4), this bit
causes the DMV11 to enter the maintenance register emulation
section of the microcode.

NOTE

Detailed discussion of maintenance register emula-
tion is presented in Section 4.8,

Reserved

Diagnostic
Mode

Reserved

invoke P/MOP
Boot

When set, this bit allows diagnostic programs to change the mode
of operation of the DMV11 using the mode definition command
to override the mode switches.

Invoke primary MOP mode. When set to one, this bit causes the
DMV11 at this multipoint station to request that the control sta-
tion initiate the primary MOP (maintenance operation protocol)
boot procedure. In point-to-point networks, a DMV11 having this
bit set requests the other station to initiate the primary MOP
boot procedure.

NOTE

The masier clear bit (bit 14) must aiso be asserted
to use invoke P/MOP,

Master Clear

Run

When set, this bit initializes the DMV 11. The clock is enabled
and the RUN flip-flop is set. Master clear is self-clearing.

This bit controls running of the microprocessor. it is set by bus
initialization or master clear. When run is cleared the micro-
processor halts.




Table 3-2 BSEL2 Bit Functions

Bits

Name

Description

G-2

fapd

A

Control/Response
Code

22-Bit Mode

Ready In
(RDD)

Reserved

Ready Out
(RDO)

“hese bits define the type of input command or output response as fol-
lows.

Bits Description

0 0 0 Buffer address/character count
(RCV} command or buffer disposi-
tion {RCV complete) response

0 0 1 Control command or conirel re-
sponse

0 1t 0 Mode definition command or
information response

0 1t  Buffer disposition {RCV unused)
response

I ¢ 0 Buffer address/character count
(XMIT) command or buffer dis-
position { XMIT complete) re-
sponse

1 6 1 Reserved

1 1 ¢ Buffer disposition {sent but not
acknoewledged) response

I 1 1 Buffer disposition {not sent)
response

This bit when set indicates to the DMV 11 that the buffer address s in
the 22-bit format.

RDI is the DMVIT response to RQL, indicating to the user program
that it has control of the CSRs to issue a command. It is cleared by the
user program when the data port contains the input commund. Clearing
RD1 returns control back to the DMV

RDO is asserted by the DMV11 to indicate that the data ports (SEL4
and SEL6) contain an output response for the user program. The user
program must clear RDO after it has read this information. Clearing
RDO returns the CSRs to the DMV,




3.2.2  Input Commands Overview

iﬁ general. input c<>rnm:mds provide the means for the user program 10 assign, receive. or transmit buf-
rs 10 the DMVIL. Detailed fieid descriptions and formats of each input command are provided in
Section 3.3

There are four types of input commands that can be issued to the DMVI11 for execution.

Microprocessor controi/maintenance command;
Maode definition;

Cantrol;

Butfer address/character count.

e & @& ¢

With the exception of the mu.mprmmsor control/maintenance command, input commands require an

identification code in the first three bits of BSEL2 (see Figure 3-2). These codes, which define each
command and variations of specific commands within the command set, are defined in Table 3-2 and
listed in Table 3-3.

NOTE
('SR addresses are expressed in octal,

Table 3-3  Input Command Codes

Input Command Type Binary Code(BSEL2}

Bit Bit Bit

2 1 0
Mode definition 0 } 0
Control 0 0 )

¥ 0 0
Buffer address/character count i 0 0

(transmit)

3.2.3  Output Responses Overview
Qutpat respanses provide a means for the DMV to report various normal and abnormai {error) condi-
tions concerning the data transfer operation. Three basic responses are provided:

e Buffer disposition;
e Conirol;
e information.

The buffer disposition response is used to return both used and unused buffers to the user program.

he control response is used to report error conditions concerning the microcontroiler /line unit hard-
re, data link, physical link, or remote station. It also passes protocol information to the user.

The information response provides information requested by a control command from the user pro-
gram.

3-5
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33 DMVI1 INPUT COMMANDS

This section provides detailed descriptions of each input command. Command formats and data port
usages are illustrated and defined. User-program execution requirements, command variables, and ac-
tion taken by the DMV11 in response to commands are discussed.

3.3.1 Microprocessor Control/Maintenance Command

This single byte command has two functions; to initialize and cause the DMV to start running, and to
cause entry into the microcode maintenance loop when the maintenance request bit is set. At start-up
time under noermal operating conditions, this is the first command issued by the user program in order
to initialize the DMV

The format for the DMV 11 initialization register (BSEL1) is shown in Figure 3-3. To set the master
clear bit and thereby cause entry into the DMV running mode, the user program moves a byte with
an octal value of 100 to BSELL. As a result, all condition-sensitive logic in the DMV11 is reset for start-
up, and the start-up diagnostic is executed. When the diagnostic completes satisfactorily, the run bit in
BSELI is set to one. This indicates that the DMVI11 is running and the microcode is executing.

Figure 3-4 presents a flow chart describing how to initialize the DMVI1. A timeout counter Is set to

avoid the possibility of the user program being caught in an endless loop in case the internai diagnostic
does not complete successfully.

7 5 5 4 3 2 1 O

ST DIAG RANT.
BSELT|RUN| (L BOO jMODF REQ
ME-IET3

Figure 3-3  Microprocessor Control/Maintenance
Command Format

3.3.2 Mode Definition Command

Funcuonally, the mode definition command is used to establish the hierarchy of a network and the
characteristics of the communications line serving that network. As shown in Figure 3-5, the mode defi-
nition command contains two fields; the command type code field in BSEL2, and the mode field in
RSEL6. The mode field contains a code defining the function to be performed by the command.

With the mode definition command, the user program can designate the DMV11 as a control station, a
tributary in a multipoint network, or as a node in a point-to-point network. In addition. the character-
istics (half-duplex or full-duplex) of the physical communications line connecting the network can be
defined.

The actual mode field codes and the functions implemented by each code are listed in Table 3-4,

Under normal operating conditions, the mode definition command ts issued by the user program at
start-up time (after the internal microdiagnostics have executed successfully and the run bit is set).
Newwork discipline requires that each DMV 1L in a network issue a mode definition command that s
appropriate 1o the network. For example, in a half-duplex multipoint network comprised solely of
DMVils: ‘

i.  The user program at the control station issues a mode definition command with the mode
field set at four.

2. The user program at each tributary station issues a mode definition command with the mode
field set to six.
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This network discipline aiso applies to DMVils operating in point-to-point nctworks with other
DMVils, DMPIls, DMClls, and DMRI11s.

When tributary addresses are software assigned, the mode definition command must be used at the
control and tributary stations to confligure the network and assign line characteristics.

The functions performed by the mode definition command can also be implemented by the mode selec-
tion switches on the DMV 11 module. The switches must be used to establish mode definition functions
when tributary addresses are switch assigned. The switch setting for performing the mode definition
functions corresponds to the BSEL6 codes listed in Table 3-4.

Once the type of station is set, it can only be changed by a master clear or a physical change in the
switches. If the type of station is switch assigned. a master clear has no affect. However, the switches
are overridden when the diagnostic mode bit (bit 3 of BSEL1) is set and a mode definition command is
issued.

7 6 5 4 3 2 1 0
k H ¥
; 5 . A 3 5 . s | RO l IEQ 1 iEl | BSELO
H i H H H o i K ¥ 2} L1 1 * {} gSE% o
BSEL3 TRIBUTARY ADDRESS RDO ROI CMD TYPE CODE | g P
i 3 ; i i I i 1 i Bt
BSELS T BSEL4
i i 3 i 3 i & & . L SEL“
BSELT MoDE FieLp | BSELS
i 1 L L j I { j L i L 1 1 ; SELB
15 14 13 12 11 10 8 a 7 6 5 a4 3 2 1 )
M- 1E3S
Figure 3-5 Mode Definition Command Format
Table 3-4 Mode Field Codes and Functions
BSEL® Bit Line Network DMC11-Line
Positions Characteristics Configuration Compatibility?
2 1 0
g 0 0 Half-duplex Point-to-point Yes
0 0 Full-duplex Point-io-point Yes
4 1 0 f4alf-duplex Point-to-point No
g 1 Full-duplex Point-to-point No
1 0 0 Half-duplex Control station N/A
10 i Full-duplex Control station N/A
| B Half-duplex Tributary station N/A
| S S Full-duplex Tributary station N/A
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3.3.3 Controi Command
This command is the primary means of controlling the operation of DMVI t-implemenied networks.
The format of the control command is illustrated in Figure 3-6.

At start-up time, the user program at the DMV11 control station must issue one control command (es-
tablish tributary) for each tributary address supported in the multipoint petwork. This must be done
after issuing the microprocessor control and mode definition commands. This causes the microcode to
create a tributary status slot (TSS) in the DMV11 data memory for each tributary in the network.

Similarly, the user program at each tributary must issue a control command (establish tributary) for
cach tributary to be established at that station. This causes a TSS to be created at that station for each
tributary it establishes.

in point-to-point networks, a control command {establish tributary} must be issued at both stations. The
tributary address field in this case must be a one. This results in the creation of a single TSS structure
at each station.

The DMV 11 microcade at the control station and at all tributary stations uses these TSS structures to
coordinate protocol uperation over the network between the control/tributary pair. User programs, at
the control station and at the established tributaries, access these structures to obtain operational infor-
mation such as:

e The number of messages transmitted and received;
e The number of selection intervals and timeouts;
e The number of reply timeouts; and
e The number of various types of errors.
7 6 &5 4 3 2 0
1 L H
7 & 5 a 3 2 i o |R@ IEO IEl |BSELO
H T H T T T T T ) o 0 7 BSELD
BEELS X . TﬁiSUTﬂﬂ‘YI A{}{}?ESS . ROO . RDI CMD ’}"‘{PE ?OB& 5£L};
L A 5 T L4 T i i H
BSELS DATA DATA BSEL4
o § i i SEL4
i v ai IREAD/ p e iy i ;
BSELT ; WRI JRERY READ REQUEST KEY OR BSELE
, i . | TSS Iysg |TSS TSS ADDRESS SELS
15 14 ii:} !@2 1110 19 8 7 6 5 4 3 2 t )
LATCH | DISABLE
POLLING COMMON
STATE | BUFFER
UNLATCH POOL
POLLING ENABLE
STATE COMMON
BUFFER
POOL
ME 1640

Figure 3-6  Control Command Format




At the start-up of tributary stations having multiple software assigned tributary addresses. the user pro-
gram at each station issues as many control cornmands as there are established tributaries at that node.
However, in networks where tributary addresses are switch assigned. only one control command speci-
fying the switch assigned address is required as part of the start-up sequence. Any other nonzero tri-
butary address in a control command is overridden by the switches.

The control command is also used by the user program at the control station to specify a unique set of
polling parameters for each tributary in the network. '

During normal operation, the control station microcode can determine the polling leve! of any tributary
in the network and adjust the polling frequency of that tributary as necessary {see Section 5.2).

The control command permits the user program to perform a number of control functions using the
same command format. In general, cach function implemented by this command requires issuing of a
single appropriately formatted control command. SEL6 is used to define the various functions of the
control command (see Figure 3-6). Table 3-5 provides a detailed description of each bit or field.

Table 3-5 SEL6 Control Command Functions

Bit | Name Description

0-4 | Request Key These five bits are encoded requests from the user program. When this field is
used, bits 5 through 7 must be cleared. Request keys are encoded as shown in
Table 3-6.

5 | Read TSS/GSS | A control command with this bit set, allows the user program to read two con-

secutive locations (two bytes) of a tributary status slot (TSS) or global status
slot (GSS) without modifying it

The TSS to be read is specified in BSEL3 and the location within the TSS is
specified in bits 0-4 of BSEL6. Notice that bit S is also set to indicate a read
GSS. To read a GSS {ocation, BSEL3 is zero.

When the DMV11 receives a control command to read a TSS or GSS location,
it passes the requested information to the user program through an information
response {see Section 3.4.3). However, the requested information is placed on
an interna! queue before it is passed to the user program. As a result, the infor-
mation requested may change before the user gets it. This is particularly true
far number of messages transmitted/received and selection intervals.

6 {Read and A control command with this bit set, allows the user program to read and clear
Clear TS5/GSS | specific locations in a TSS or GSS.

The TSS to be read is specified in BSEL3 and the location within the TSS is
specified in bits 0-4 of BSEL6. Notice that a read and clear command bit 6 of
BSELG is also set. This gives a base octal value of 100 to which the specific
T5S address is added. To read and clear a GSS location, BSEL3 is zero.

Only the error counter sections of the TSS (7-17 octal) and GSS (15-17 octal)
can be accessed with 3 read and clear command.




Table 3-5 SEL#6 Control Command Functions (Cont)

Bit

Name

Description

Write TSS

Accessing any other locations results in a procedural error.

Valid octal values for BSELG for the read and clear function are listed below:

Octal Value TSS Location

107 Data messages transmitted

110 Data messages received

111 Selection intervals

112 Data errors outbound

113 Data errors inbound

114 Local buffer errors

115 Remote buffer errors

ii6 Selection timeouts

117 Local and remote reply timeouts

Octal Value GSS Location

115 Remuote station errors

it6 Local station errors

117 Global header blockcheck and
mainienance data blockcheck
errors

These errors are covered in
detail Section 5.3,

When the DMV 11 receives a control command to read and clear a TSS or GSS
tocation, it passes the requested information to the user program through an in-
formation response, and then clears the location.

As in the case of the read TSS/GSS, the information is placed on an internal
gueue and is subject to change before the user gets it. However, by reading and
clearing, the user can keep a cumulative total.

A control command with this bit set, enables the user program to write into spe-
cific locations in an associated TSS or GSS.

The TSS to be written into is specified in BSEL3 and the specific location with-
in the TSS or GSS is specified in bits 0-4 of BSEL6. To write to a GSS loca-
tion, BSEL3 is zero.

Notice that bit 7 of BSELS is also set to indicate a write TSS. This gives a base
octal value of 200 to which the specific TSS address is added.




Table 3-5 SEL6 Control Command Functions (Cont)

Bit | Name Description
The data to be written is contained in BSEL4 and BSELS. There are eight TSS
arud five GSS parameters that can be written:
TSS PARAMETER BSELS
1. Transmit delay timer (XDT) 230
2. initial polting urgency (Q}) and
polling rate (R) for active
state 231
3 initial polling urgency (€3) and
polling rate {R) for inactive
siate 232
4. Initial polling urgency (Q) and
polling rate {R) for unresponsive
state 233
5. No data message count {non-inact}
and unresponsive timeout count
(TO-UNRESP) 234
6. Dead timeout count {TO-DEAD)
and maximum message count { MMC) 235
7. Selection interval timing
counter 236
8. Babbling tributary counter 237
Sce Table 4-2 for details
GSS PARAMETER BSELS
I. Number of svnc-characters to
precede nonabutting messages 233
2. Preset value for streaming
{ributary time counter 234
3 Polling algorithm update
interval {DELTA T 235
4. Polling rate for dead tribu-
taries (DEADT) 236
5 Fixed polling delay (poll
delay) 237
See Table 4-3 for details
NOTE
Some parameters are 8-bits in length. Thus, in those
cases two parameters are indicated. All user ac-
cesses are on two byte boundaries.
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Table 3-5 SEL®6 Control Command Functions (Cont)

Bit

Name

Description

]

!

y

Enabie
Common
Pool

Disable
Common Pool

Reserved

Unlatch Poll-
ing State

Latch Poll-
ing State

A control command with this bit set allows a specified tributary {(BSEL2) to use
the common receive buffer pool. Usage of the common pool is based on a com-
mon pool quota. This quota is determined for the specified tributary by adding
the octal value in BSEL4 to the current quota. If this results in a value equal to
or greater than 377 octal, a procedural error results and the quota is reset to
376. However, a tributary may be set up for unlimited use of the common pool
by setting BSEL4 1o 377. Each time a tributary uses a common pool buffer, the
quota is decremented by one. When the quota reaches zero, the tributary is pre-
vented from using the common pool. See Section 3.3.4 for more details on com-
mon buffer pool.

The common pool is checked first. If no buffers are available or the quota is
zero, or the buffer is too small, the private receive buffers are checked.

A control command with this bit set, disables the use of the common receive
buffer pool for the tributary specified in BSEL3.

The quota previously established for this tributary is cleared to zero.

A control command with this bit set, causes the polling state level of the tributa-
ry addressed by BSEL3 to go to the active polling state. Control of the polling
activity for the specified tributary is then returned to the polliing algorithm

A control command with this bit set, establishes the polling state of the tributa-
ry addressed by BSEL3. The polling state is determined by bits 0 and | of
BSEL4. These bits are encoded as follow:

Bits 1 &0 Polling State
00 Active

01 Inactive

10 Unresponsible
i1 Dead




Table 3-6 Request Key Field Definitions (Control Command)

Octal
Code Name Description
00 No Request This code atlows the issuing of a nulf control command for the purpose
of returning control of the CSRs to the DMV11. The no request code
is used when RDI is set but there is no command to issue {see Section
4.2.3). This s effectively an NOP command.
, NOTE
The  enable/disable  common pool  and/or
latch/unlatch polling state bits in BSEL7 can be
used in conjunction with this request key.
01 Establish This controf function initiates the creation of the tributary status slot
Tributary (TSS) data structure. This must be accomplished before any com-

mand is issued that uses a tributary address.

The user program at the controf siation must issue one establish tri-
butary control command for each tributary supported in the network.
- The tributary address is designated in BSEL3.

NOTE
In a point-to-point network, this control command,
with a tributary address of one in BSEL3, should be
issued at each station to establish the required TSS.

The DMVIT has 12 available TSS blocks. Each block has 64 — 8-bit
locations for storing stutus and other information necessary for main-
taining communications over the data link.

As a result of establishing one or more tributary addresses, the
DMV11 creates a global status slot {(GSS). This GSS is part of the
overall status structure at each station.

NOTE
This control command function can also be used
during normal operation of a multipoint network to
reestablish previously deleted tributaries. In such
cases, the tributary address must be reestablished at
both the control station and the pertinent tributary
station.

NOTE
The enable/disable common pool and/or the
fatch/unlatch polling state bits in BSEL7 can be
combined with this control function in a single con-
irol command.




Tabie 3-6 Request Key Field Definitions (Control Command) (Cont)

Octal
Code Name Description
02 Delete This control function removes a specified tributary from operational
Tributary status by eliminating its associated TSS. Prior to issuing this com-
mand, the user program must first halt the tributary being deleted.
[See request key 05 (request halt state)]. The TSS can only be rees-
tablished by using an establish tributary function. Only 12 addresses
may be established at any one time.
03 Request Start-up | This control function initializes the designated TSS and initiates the
State DDCMP start-up sequence for that tributary. BSEL3 specifies the tri-
butary address. Request start-up state must only be issued to tribu-
taries that are in the halt state.
When the start-up scquence is completed, the DMV 1! notifies the
user program by issuing a control response. When this response (run
state) is received by the user programs at the tributary and control
station, message traffic can begin between these two stations {see
Table 3-7). ‘
NOTE
The enable/disable common pool and/or the
latch/unlatch polling state bits in BSEL7 can be
combined with this control fenction in a single con-
trol command.
04 Request Maint This control function places the tributary designated by BSEL3J into
State the DDCMP maintenance state.
A tributary placed in the maintenance state can only transmit and re-
cetve maintenance messages. Both the control station and tributary
must be in the maintenance state in order for maintenance message
traffic to occur,
The maintenance state must only be issued to tributaries that are in
the halt state.
NOTE
. The enable/disable common pool and/or the
latch/unlatch polling state bits in BSEL7 can be
combined with this control function in a single con-
trol command.




Table 3-6 Request Key Field Definitions (Controt Command) (Cont)

Ocetal
Code Name Description
05 Request Halt This control function places the tributary designated by BSEL3 into
State the DDCMP halit state. All outstanding buffers are returned.
When a tributary is halted at the control station, the tributary is no
fonger polled. When a tributary is halted by its own user program, it
no longer responds to polling.
The TSS for the halted tributary remains unchanged at both the con-
trol and tributary stations. The halted tributary can be restarted by
issuing a request start-up state control command.
NOTE
The halt state may also be used on a global hasis to
return all common pool buffers. This is accom-
plished by using a tributary address of zero in
BSEL3 when issuing the request halt state.
Tributaries must not be using the common pool when
this function is issued. If the common pool is in use,
a procedural error of 136 is generated (see Table 3-
7.
20 Read Modem This control function permits the user program to write the contents of
Control BSEL4 into the DMV1] modem register. {See Appendix C).
21 Write Modem This control function causes the DMV to read the modem register
Control and pass this information to the user program through SEL4 by way
of an information response. (See Appendix )

NOTE
Request key codes 6-17 and 22-37 are reserved.

3.3.4  Buffer Address/Character Count (BA /CC) Command
This command provides the user programs at both the control station and tributaries with the means to
assign, transmit, and receive buffers.

The format for this command is shown in Figure 3-7. Note that the command has two forms to facilitate
separate management of transmit and receive buffers. These two {orms are distinguished by the type
code in BSEL2. A type code of zero is used to allocate receive buffers and a type code of four is used to
afiocate transmit buffers.

The tributary address is specified by BSEL3 and the buffer address is contained in SEL4 and bits 14

and 15 of SEL6. The remaining 14 bits of SEL6 contain the character count in positive notation. A
character count of zero is illegal.
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in addition to allocating receive and transmit buffers, the buffer address/character count command is
used 10 allocate common receive buffers by specifying a tributary address of zero in BEEL3. These
buffers can only be used by tributaries authorized to do so by the enable common pool bit of a control
command.

When the user program has a message to transmit, it informs the DMV11 of the size and address of the
message buffer. This is done by the buffer address/character count command on a one buffer per com-
mand basis. A tributary address of zero when assigning transmit buffers results in a procedural error.

When the user program is receiving messages, it assigns receive buffers on a one buffer per command
basis using the buffer address/character count command. These buffers may be in the common pool of
buffers or be private buffers. Each BA/CC command used to assign a buffer to be the common pool
must contain a zero in BSEL3. Although this command assigns buffers to a common pool, actual alloca-
tion is performed through the control command by enabling access to the common pool on a per tributa-

ry basis.
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SUFFER ADDRESS/CHARACTER COUNT COMMAND - TRANSMIT = 100
ME-2812

Figure 3-7 Buffer Address/Character Count Command Format
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In multipoint networks, user programs at both the control and tributary stations can handle allocation
of receive buffers in two ways:

. The first method involves the allocation of receive buffers from a common pool of buffers.
With the common buffer pool enabled, receive buffers are assigned to the pool through the
buffer address/character count command on the basis of one buffer for each command is-
sued. Each buffer address/character count command used to assign a buffer to the common
pool must contain a zero in BSEL3. Although this command assigns buffers to a common
pool, actual allocation to a tributary is done through the control command by enabling access
to the pool and assigning quotas (see Table 3-5).

1
t

In the second method, the user program can directly allocate private receive buffers based on
anticipated message traffic using one buffer address/character count command for each pri-
vate buffer allocated. In this context, a private buffer is defined as a receive buffer assigned
to a specific tributary for its exclusive use, and in all cases the address of that tributary must
be in BSEL2 of the assigning command.

Private buffers and buffers from a common pool can be used jointly at control and tributary stations in
a multipoint network. Under these circumstances, the advantages provided by both methods are avail-
able to the user program.

Private buffers can be set for unanticipated messages and/or abnormally large messages.

The preceding information involved standard 18-bit addressing. However, the DMV11 may also oper-
ate in 22-bit addressing mode. The DMV 11 allows the software to set the 22-bit address mode of oper-
ation. The bit indicating 22-bit address mode is set by the user program as part of a command when
issuing transmit or receive buffers to the DMV 1. The state of this bit is retained to indicate to the
DMV 11 the number of bits in the buffer address.

34 DMVI11 OUTPUT RESPONSES »
The DMV microcode has a set of three responses it can use to either reply to user-program com-
mands or to inform the user program of error conditions. These responses are:

e  Buffer disposition response;
s Control response;
s Information response.

As with input commands, each output response is identified by a typecode in bits zero, one. and two of
BSEL2.

NOTE
In multipoint networks, each response issued con-
tains (in BSEL3) the address of the tributary that
relates to the response. However, in point-to-point
networks, equivalent responses always contain a one
in BSEL3.
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3.4.1 Buffer Disposition Response

This response is used to return both used and unused buffers to the user program. Figure 3-8 shows the
format of this response and identifies the five methods of message disposition in BSEL2. BSEL? bits
zero, one, and two are encoded as follows:

Bit2 Bitl Bitd Buffer Disposition

0 0 0 Receive buffer complete

0 i i Receive buffer unused

1 0 0 Transmit buffer complete

1 1 0 Transmit buffer sent but not acknowledged
1 1 1 Transmit buffer not sent

Receive Buffer Complete — When a message is received successfully and stored in the assigned main
memory buffer, the DMV11 microcode notifies the user program by issuing a buffer disposition re-
sponse with a type code of 000. Data in the receive buffer is not valid until such a response is issued.
This response is issued for both common pool and private buffers.

Receive Buffer Unused - When the protocol for a specified tributary is halted, the DMV11 automat-
ically returns all associated private receive buffers to the user program. To do this the DMV11 issues a
buffer disposition response with a type code of 011 for each outstanding buffer held by the specified
tributary. This pertains to private buffers only.

7 & g 4 3 2 1 O

i ¥ ¥ )
—_— 5. 4 .3 2 \ o | RO ) IEO ‘ 1l |BSELO
T T T T H T T T : )
‘ CMOD TYPE BSEL2
T RDO
BSEL3 ’ _ TRIBUTARY ADDRESS . | ( ROI CopE* gy
neErs BUFFER ADDRESS : ' BUFFER ADDRESS y BSELS
. HIGH BYTE \ . K , , LOW BYTE . . SEL4
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* BUFFER DISPOSITION RESPONSE TYPE CODES:

1. RECEIVE BUFFER COMPLETE = 000

2. RECEIVE BUFFER UNUSED = 011

3. TRANSMIT BUFFER COMPLETE = 100

4. TRANSMIT BUFFER SENT NOT ACK'd = 1310

5. TRANSMIT BUFFER NOT SENT = 111

MK-2515

Figure 3-8 Buffer Disposition Response Format
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The DMV11 returns all common pool buffers if the user program issues a request halt state control
command with a tributary address of zero. When all common pool buffers are returned, the DMV
issues an information response indicating that the process is finished.

Transmit Buffer Complete ~ When a message is transmitied successfuily, the DMV notifies the user
program by issuing a buffer disposition response with a type code of 100. Successful transmission
means that the receiving station has acknowledged receipt of the message.

Transmit Buffer Sent But Not Acknowledged - When the protocol for a specified tributary is halted, the
DMV 1] autematically returns all transmit butfers currently being processed by that tributary to the
user program. To do this, the microcode issues a buffer disposition response with a type code of 110 for
cach buffer sent but not acknowledged.

NOTE

During protocol operation, after seven unacknow-
ledged transmissions of a message occur, the frans-
mit thresheld error is exceeded and the DMVI11 is-
sues a control response indicating this error (see
Section 3.4.2). The DMV11 continues to retransmit
the message and responsibility for terminating the
transmission belongs to the user program.

Transmit Buffer Not Sent -~ DMV 11 maintains a queue of buffers to be transmitted for each tributary
address established in the network. When the protocol for a given tributary is halted, the DMVI1] re-
turns all unused buffers in the associated queue to the user program. To do this, the DMV11 issues u
buffer disposition response with a type code of 111 for each transmit buffer remaining in the queue.

The vther CSRs used by the buffer disposition response are BSEL3, SEL4, and SEL6. The function of
these CSRs is as follows:

s BSEL23 specifies the tributary address associated with the buffer disposition response.

» SEL4 and bits 14 and 15 of SEL6 contain the 18-bit buffer address for the buffer being
completed or returned. For 22-bit address mode, bits 0-5 of BSEL6 are used with SEL4.

»  SEL6 (or SEL1Q in 22-bit address mode), bits zero through 13, compose a 14-bit character
count allowing for a maximum buffer size of 16,383 bytes. A character count returned by a
buffer disposition responsc is designated in positive binary notation.

Protocol is halted for a tributary in one of three ways when:

1. The user program issues a control command halting the tributary.

=

A DDCMP STRT message is received while the tributary is in the run state.

ot

A DDCMP maintenance message is received, temporarily halting the protocol, while receive
buffers are being returned.

3.4.2 Control Response

A control response is an unsolicited response issued by the DMV 11 when an error is detected or when
protocol information must be passed o the user program. The format for the control response is shown
in Figure 3-9. BSEL3 contains the tributary address or character count, SEL4 and bits § through 13 of
SEL®S contain the bus address for the affected buffer, and BSELS indicates the type of information
being passed to the user program. In 22-bit address mode, SEL6 contains buffer address bits 16-21 and
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BSEL10 indicates the type of information being passed to the user program. These types of information
are indicated by an octal code and are listed in Table 3-7. Basically there are four categories of infor-

mation.
1. System events
2. Protocol events
3. Network errors
4. Procedural crrors
Table 3-7  Output Codes
Octal
Code | Category Information
002 Network Receive threshold error - This error is reported to the user program when the
Error number of consecutive receive errors equals seven. These receive error types
are:
1. Message header blockcheck.
2. Message data blockcheck.
3. NAK in response to a DDCMP reply message.
4. Buffer temporarily unavailable.
5. Receive message overrun,
6.  Message header format error.
7. When a message is too long for the
available buffer.
Each time the receive threshold error ts reported, the counter is reset to zero.
004 Network Transmit threshold error — This error is reported when the number of con-
Error secutive transmit errors equals seven. These transmit errors consist of four
types and occur when:
1. A STRT message is transmitted but not acknowledged within the timeout
period.
2. A STACK message is transmitted but not acknowledged within the
timeout period.
3. ANAK s received in response to a transmission with a reason code other
than REP response.
4. A data message is transmitted but a reply was not received within the
timeout period.
Each time a transmit threshold error is reported, the transmit error counter is
reset to zero, except when remaining in the DDCMP ISTRT and ASTRT
states. '
006 Network Select threshold error — This error is reported when the selection interval time-
Error out counter for a given station has timed out seven times. The selection inter-

val is the time allocated for a tributary io respond to a poli or for a point-to-
point station to respond to a transmission.

Each time the select threshold error is reported, the selection error counter is
reset 1o zero. '
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Table 3-7  Output Codes (Cont)

Detal
Caode

Category

Information

010

312

014

014

Protocol
Event

Protocol
Event

Protocol
Event

Protocol
Event

System
Event

NOTE
For more information on receive, transmit, or selec-
tion threshold errors, see Section 5.3.3.

Start message received while running - This response 1ndicates that a
DDCMP STRT message was received from the station specified in BSEL3
while this station was in the DDCMP run state.

In normal operation, this message is used by a control station to inform a tri-
butary that the control station has started protocol operation for that tributary.

The start message is also used to resynchranize the logical link between a con-
trol station and tributary. This might be necessary when message traffic is in-
nnibited because of threshold errors or receive or transmit overruns.

When the DDCMP STRT message is received: 1) the DMV {1 responds with
start message received while running, and 2) the protocol at the tributary halts
and all buffers are returned.

At this time the logical link may be restarted (request start-up state control
command).

Maintenance message received while running (or ISTRT or ASTRT) - This
response indicates that a DDCMP maintenance message was received by a
specific tributary while it was in the DDCMP run, ISTRT, or ASTRT state.
This causes the tributary to notify the user program, return all unused buffers
to the user program, and halt the protocol. The DMV11 then places the tri-
butary in the maintenance state. The message that caused this event is lost.

Maintenance message received while halted — This response indicates that a
DDCMP maintenance message was received by a specific tributary while it
was haited. This places the tributary in the maintenance state. The message
that caused this event is lost.

Start message received while in the maintenance state — This response in-
dicates that a DDCMP STRT message was received by a specific tributary
while it was in the maintenance state. No further action is taken by the micro-
code. The user program determines what action to take based on this respense.

Tributary polling state dead — This response informs the user program at a
control station that the specified tributary polling state has gone to the dead
state.

This response has no meaning in point-to-point networks.
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Table 3-7  Output Codes (Cont)

Oetal
Code

Category

Information

430

@
¥
(2%

Protocol
Event

Network
Error

Network
Error

Reserved

Procedural
Frror

Run state — This response informs the user program at all stations that a spe-
cific tributary has entered the run state. The DMV11 microcode issues this
response as a result of receiving a request start-up state control command and
having completed the DDCMP start-up sequence.

Babbiing tributary - This response is issued to a user program to record the
occurrence of a babbling tributary. It is only used by half-duplex point-to-point
and multipoint control stations.

A babbling tributary is one which continues to transmit valid control messages
or message headers beyond the end of a programmable timeout (babbling tri-
butary timeout counter). ’

The babbling tributary response usually indicates a malfunction at the trans-
mitting station or too short a period for the timeout counter.

Recovery from this error condition generally requires human intervention at
the remote station.

Streaming tributary — This response is issued to a user program to indicate
that the remote station failed to release the channel at the end of the selection
interval. It is only used by half-duplex point-to-point and multipoint control
stations.

The streaming tributary timeout period is determined by the programmable
streaming tributary timeout counter. The timeout period starts at the end of
the selection interval.

This error condition generally indicates 2 modem malfunction at the remote
station or an inappropriate choice of the streaming tributary timeout counter.

Recovery from this error condition generally requires human intervention at
the remote station.

Procedural errors -- This response is issued by the DMV 11 when the user pro-
gram violates the procedures designated for interfacing the DMVI11, In all
cases, the event that caused the procedural error is ignored by the microcode.
All procedural errors except octal codes 140, 300, and 302 are reported imme-
diately to the user program. Those procedural errors are placed on the re-
sponse queue. Specific procedural violations are identified by the octal code in
BSELG6 as follows.




Table 3-7 Output Codes (Cont)

Octal
Code | Category Information
Code Description
100 A command other than a mode definition command is issued before
the mode has been established.
102 Invalid type code used in a command.
104 Invalid mode change (for example, the mode of a tributary station is
changed te point-to-point).
106 A nonglobal command is issued to an unestablished tributary.
110 A nonglobal command is issued having a tributary address of zero.
112 Attempt to delete or place an unhalted tributary in the start or
maintenance protocol state.
114 Attempt to establish more than 12 tributaries.
116 Attempt to establish an already established tributary.
120 An invalid request key is used 1 a control command.
122 Attempt to assign a buffer for an unestablished tributary.
124 Attempt to assign a buffer for a halted tributary
126 Attempt to assign a buffer having a byte count of zero.
130 Attempt to assign a transmit buffer with a tributary address of zero,
132 Attempt to write or read and clear a reserved area of a tributary or
global status slot.
134 Attempt to use the reserved bits in BSEL7 of control command.
136 Attempt to return all common receive buffers while the common
buffer pool is being used.
140 Attempt to raise the common pool buffer quota to a value higher than
376 octal.
142-276 Reserved
300 Procedural Buffer too small — This response informs the user program that the assigned
Error receive buffer is not large enough for the current incoming message, Recovery

from this error condition is detailed in Section 4.6.2.2.
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Table 3-7  Output Codes {Cont)

Octal /
Code | Category Information
302 Procedural Nonexistent memory — This response s issued 1o the user program when the
Error DMV1! microcode attempts to access 2 CPU memory location that does not
respond. The address that caused the error is returned in BSEL4, BSELS, and
BSEL7 for this response.
This error is fatal o the station that initiated the memory access causing the
error, That station must be halted and restarted {see Section 4.6.2. 11
NOTE
With the exception of the buffer too small and non-
existent memory errors, the only control response
fields used by the DMVI11 when posting a pro-
cedural error are the type code field in BSEL2, and
the output code field in BSELS6. All other fields re-
main as set by the user program in the command
that originally generated the procedural error.
04 System Modem disconnected ~ This response informs the user program that an on-to-
Event off transition of the EIA signal data set ready (DSR) was detected. Such a
transition indicates that the modem is disconnecting from the communications
line. '
Since this is a global response, the content of BSEL3 is zero.
306 System Queue overflow - This response indicates that the free linked list is empty (see
Event Section 4.6.2.3).
This error typically indicates that for some reason output responses are being
called for faster than the microcode can process them.
- NOTE
This is a global fatal error and the DMVI11 in-
itializes itself after attempting to return all informa-
tion {response queue only).
Once this response is issued, the user program has three seconds to retrieve the
next pending response from the CSRs. Three seconds are ailowed for each
pending response before the internal microdiagnostics clear the CSRs (see
Section 4.3 for restarting).
310 System Modem carrier loss — This control response code informs the user program
Event that the EIA signal carrier detect has gone from on to off while the DMV11

was in the process of receiving a message. Since this is a global response, the
content of BSEL3Z is always zero.

AN 512 S S D
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Figure 3-9 Control-Out Command Format {8-Bit Mode

3.4.3 Ioformation Response

An mnformation response is issued by the DMV 11 microcode in reply to a request for information by the
user program. The format for this response is shown in Figure 3-10. The type code for this response is
010 binary as indicated in BSEL2. BSEL3 contains the tributary address and SEL4 contains the infor-
mation requested by the user program. If the information requested is from a GSS, BSEL3 contains a
Zero.

An information response contains a return key code or a TSS or GSS address in BSELS6 bits 0-4. The
return key codes are used in response to control request keys or protocol events and are encoded as
shown in Table 3-8. The TSS address is used in response to a read or read and clear TSS/GSS com-
mand in conjunction with bits 5 and 6 of BSEL#6.

Information responses to read or read and clear TSS/GSS control commands, use the TSS address
field {bits 0-4 of BSELS6) to indicate the TSS or GSS location read. Bits 5 and 6 indicate whether the
response is to a read or read and clear input command.

3.5 TSS/GSS ACCESS

When a user program accesses a TSS or a GSS through a control command, the DMV11 reads the
designated location and passes the data to the user program by means of an information response,
Reading a TSS or GSS location results in two bytes of data from that location being stored in BSEL4
and BSELS of the information response, with the low-order byte in BSEL4, and the high-order byte in
BSELS. If a TSS is being read, BSEL3J in the information response contains the associated tributary
address. However, data read from a GSS is passed to the user program through an information response
having a zero in BSEL3.

As described in Table 3-3, any TSS or GSS location can be read, and specific locations can be read and
cleared. Along with the TSS/GSS address, BSELS in an information response also contains two single-
bit fields that indicate a read or a read and clear TSS/GSS. These information response fields are
described in detail below,

TSS/GSS address This field (BSELS, bits zero to four) contains the octal address of the
TSS/GSS location from which the data in BSEL4 and BSELS is read.

Read TSS/GES When set, this bit (BSELS, bit five) designates that BSEL4 and
BSELS contain the data requested by the read TSS/GSS control com-
mand.
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Read and clear TSS/GSS

When set. this bit (BSELS6, bit six) designates that BSEL4 and BSELS
contain the data requested by the read and clear TSS/GSS control
command. In addition to reading the requested TSS/GSS location, the
DMV11 also clears that location.

NOTE

The TSS/GSS locations accessible for writing,
reading, and reading and clearing, are listed and de~
scribed in Table 3-5.

4 3 2 1 QO

e
&
o
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Figure 3-10 Information Response Format
Table 3-8 Return Keys for Information Response
Octal
Code Name Description
10 Return Modem | This code indicates that BSEL4 and BSELS contain the requested modem
Status status (see Appendix C).
20 Buffer Return This code indicates that the process of returning all buffers is completed.

Complete

Buffers are returned to the user program under the following circum-

stances:

1. The protocol event STRT message received while running occurred.
This causes all private buffers assigned to the tributary designated by
the address in BSEL3 to be returned.

2. The protocol event maintenance message received while running
occurred. This causes all private buffers assigned to the tributary
designated by the address in BSEL3 to be returned.

3. The user program issued a control command containing the request key
request halt state causing all private buffers assigned to the tributary
designated by the address in BSEL3 to be returned.

4. The user program issued a global controi command (BSEL3 = zero)

containing the request key request halt state. This causes all unused
common pool buffers to be returned.

Information responses containing the return key code for buffer return
complete always have zeros in BSEL4 and BSELS.
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CHAPTER 4
PROGRAMMING TECHNIQUES

4.1 INTRODUCTION

Proper design of user programs for operation with DMV 11-based multipoint and point-to-point net-
works requires that consideration be given to a number of programming topics. This chapter discusses
the following programming topics.

Command discipline and handshaking;

DMV11 start-up;

Criteria for determining user-defined parameters;
Error counter access;

Error recovery procedures;

Booting a remote station.

® & & & ® @

These programming topics deal with interfacing the user program and DMV 1 micracode by using the
DMV1i command/response structure.

4.2 COMMAND/RESPONSE DISCIPLINE AND HANDSHAKING
The command/response interface between a DMV11 and the user program is accomplished through
the DMV 11 CSRs that are addressed through the CPU 1/0 page.

Since the DMVI11 runs in a multiprocessing mode with the associated CPU, the passing of commands
and responses through this interface must be highly disciplined to eliminate the possibility of a race
condition {the user program setting bits in the CSRs after the microprocessor has read those bitsy. This
interface discipline requires that the user program follow two separate procedures; one for issuing com-
mands, and one for retrieving responses.

Figure 4-1 illustrates the control bits involved in CSR interface discipline. These bits are located in the
DMV11 CSRs BSELD and BSEL2. Examination of Figure 4-1 shows that BSELQ contains twe control
bits named interrupt enable in (IEI) and interrupt enable out (1EO), bits zero and four respectively.
These bits when set. serve to enable the microprocessor to interrupt the main CPU under two circum-
stances;

-

When the CSRs become available for the issuing of 4« command after access is requesied by
the user program for that purpose (IEI and RDI).

2. When the microcode has a response to be retrieved from the CSRs by the user program (1IEQO
and RDG;.

NOTE
Interrupt mode must be wosed, otherwise, receive
overruns and transmit underruns are very probable.
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NOTE
it is recommended that the interrupt enable (IEI
and IEQO) bits be set when interfacing with the
CSRs. It is imperative that they be set when
operating at 56K b/s because the microprocessor

is halted momentarily on every access to the
CSRs.

The procedures described below defining CSR interface discipline are based on operation in the inter-
rupt mode. As a consequence, the 1E] and IEO bits should be set by the user program prior to using the
CSR imnterface.

4.2.1

7 & 5 4 3 2 1 O
801 AN {El 3§ BSELD
RDO 1] BSEL2

AK-2390

Figure 4-1 CBR Interface Control Bits

Command Discipiine

At start-up time, before the user program can execute any command, it must initialize the DMV1ii.
This is accomplished by the program setting the master clear bit in BSEL1 and waiting for the DMV11
to set the run bit

Once the DMV 11 is initialized, commands may be issued. All commands are issued by the user pro-
gram in two successive steps. The first step requests the use of the data port. The second step identifies
the command tvpe and the data port information for the appropriate command, and notifies the
DMV 11 that the command is in the CSRs. The specific content of each data port is further defined
under cach command description in Section 3.3, The handshaking procedure for input commands is as
follows (see Figure 4-2).

L

The user program requests the use of the data port to issue a command by setting request in
(RQI) bit 7 of BSELO. The user should also set bit 0 of BSELO, interrupt enable in (1EI), at
the same time {using the same instruction) to allow the DMV11 to interrupt the CPU when
the data port is available. An interrupt is generated to XX0 when RDI is asserted by the
DMVIL

NOTE
The 22-bit mode is used when the software supports
22-address bit buffers. A “one” in bit 3 of BSEL2
indicates to the DMV11 that the software supports
the change in the command format required to sup-
port 22-address bits.

When the data port is available, the DMVI1 informs the user by setting ready in (bit 4 of
BSEL2) and generating an interrupt to vector XX0.

On detecting RIDI bit set, the user ¢can: 1) load the appropriate information into SEL4 and
SEL#6, and 2} ioad the input command code into bit 0-2 of BSEL2.

If a single command is t¢ be issued, the user program clears RQIL If a series of commands
are to be issued, RQI can remain set until just prior to the loading of the last command into
the CSRs. By lcaving RO set while issuing a series of commands, the user program is as-
sured of having access to the CSRs after the next response.
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4.2.2 Retrieving Responses

The DMVl issues responses in two steps. If RDI is not set, the data pertinent to the responses being
issued is loaded inte BSEL3, SEL4, and SEL6. Once this is complete, the DMV 11 sets the ready out
(RDO) bit and the command code in BSEL2. An interrupt through vector XX4 is generated if the IEQ
bit is set. Generally, processing an output response involves the following steps:

#»  The user program checks for RDO set. This is done by waiting for an interrupt.

»  To use the output interrupt capability, the user program must set the output interrupt enable
bit in BSELO immediately after it detects that the run bit has been set following master
clear.

¢ When an RDO set condition is detected, the user program should move the contents of
SEL2. SEL4, and SEL6 into a working storage area and clear RDO in BSELZ2 as soon as
possible. When RDO is cleared, the data port (SEL4 and SEL6) is released to the DMV}
for more input or output processing.

4.2.3 (SR Interface Interactions

User-program access to the CSRs is under complete control of the DMV11 microcode. Access to the
{SRs is granted upon request when the user program has a command to issue, or when the microcode
has a response for the user program. Figure 4-2 illustrates the nature of the access window available to
the user program under interrupt control, when issuing a command, or retrieving a response. As pre-
viously indicated, the user program requests use of the CSRs for the purpose of issuing a command by
setting RQI. The DMVI11 microcode makes the CSRs available for the issuing of a command, only
when it is not using them, by setting RDI and interrupting the user program through the floating vector
XXO0. As a result, the time period between the setting of RQI by the user program and the granting of
the CSRs through an interrupt is indeterminate.

When commands are being issued from a queue, and the last command has been issued with the user
program still having ownership of the CSRs (RD1 is set), there ts a mechanism for returning the CSRs
to the DMV11. In such cases, the user program can issue a control command with the code for no
request in the request key field, thereby, signalling the microcode to ignore the contents of the CSRs.
In this way, the possible reading of erroneous data by the DMV11 microcode is avoided.

{f the user program is to issue a single command, RQI should be cleared prior to issuing the command
to the CSRs, as indicated in Figure 4-2. However, if a series of commands are to be issued. the user
program can leave RQI set. In this circumstance, when a command is issued and RDI is cleared, the
microcode relinquishes the CSRs to the user program as soon as they become available. The time peri-
od between clearing RDO upon completing one command, and an interrupt initiating the next com-
mand. is also indeterminate.

When the DMV11 has a response to be passed to the user program, it sets RDO then interrupts the
main CPU through the floating vector XX4. At this point, the user program has ownership of the CSRs
and can proceed by reading the response. Once the response is read from the CSRy, the user program
should immediateiy clear the RDO bit. User-program routines responsible for sssuing commands and
retrieving responses should limit the CSR access time required to load a command or retrieve a re-
sponse.

4.3 DMV11 START-UP

Starting a DMV 11 requires that the user program perform a series of steps to; 1} configure the DMV11
to operate within the context of the associated network, 2) establish user-defined parameters, and 3}
initiate protocol operations at the DMV11.
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Figure 4-2  CSR Access Window

4.3.1 Configuration Procedure

The sequence 1o configure @ DMV 11 control and tributary station for network operation is formed by
the following steps:

H

1. Set the master clear bit and wait for the run bit to set. (See Section 3.3.1).

%, When the run bit is set, read BSEL4 and BSELS.

sk

3. If the contents of BSEL4 equals ocind 33, and the contents of BSELG equals octal 305, the

start-up diagnostics have successfully ¢xecuted and the DMV 11 is running. Any other value
in BSEL® indicates that an error condition was detected by the start-up diagnostics. The val-
ues and meamngs of these diagnostic error codes are listed 1n Table 4-1.

4. If the DMV11 operational mode is software selectable, set the mode for that device by is-
suing the appropriate mode definition command (see Section 3.3.2) If the mode for the
DMVi1 is selected by internal switches, this step can be ignored.

4.3.2 Specifying User-Defined Parameters

After 2 DMV11 is configured, the user parameters are specified. User-defined parameters include pa-
rameters used by the polling algorithm, and parameters specific to protocol operation. In addition,
those user parameters that are specific to the operation of tributaries, are stored in the tributary status
slot {TSS) associated with each tributary. Parameters that are pertinent to overall system operation are
stored in the global status siot (GSS) for the control or tributary station.
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Table 4-1 Diagnostic Error Codes

BSEL6

BSEL4 Description

101 N/A Branch test hus failed and the microcode is spinning in a loop.

102 N/A 6502 internal resister test has failed and the microcode is spinning in a loop.

103 N/A Load and store instructions test has failed and the microcode is spinning ina
loop.

104 N/A Compare instructions test has failed and the microcode is spinning in a loop.

105 N/A Increment and decrement instructions test has failed and the microcode is
spinning in a loop.

106 N/A Shif't and rotate instructions test has failed and the microcode is spinning in
a loop.

107 N/A Logic instructions test has failed and the microcode is spinning in a lvop.

110 N/A Add with carry, subtract with carry, set and clear decimai mode instruc-
tions test has failed and the microcode is spinning in a loop.

111 N/A Stack push and pull instructions test has failed and the microcode is spin-
ning in a loop.

i1z N/A Subroutine instructions test has failed and the microcode is spinning in a
loop.

113 N/A Ram scratchpad, CSR, and NPR address resisters addressing test has failed
and the microcode is spinning in a loop.

i14 N/A Ram scratchpad., CSR., and NPR address resisters data test has failed and
the microcode is spinning in a loop.

115 N/A True interrupt test has failed and the microcode is spinning in a loop.

116 N/A Ram data and addressing test has failed and the microcode is spinning in a
loop.

117 N/A Ram alternating data test has failed and the microcode is spinning in a loop.

120 N/A Indexed indirect addressing mode instruction test has failed and the micro-
code is spinning in a loop.

121 N/A Line unit message test has failed and the microcode is spinning in a loop.

305 33

The microdiagnostics have completed without errors,




As described in Section 3.3.3, user parameters are specified through control commands configured to
address a TSS or a GSS. These control commands write the data contained in BSEL4 and BSELS into
the locations specified by bits 0-4 of BSEL6 (TSS or GSS address). In establishing polling and protocol
parameters, the user program has the option of accepting the default for a parameter or setting the
parameter o some prhdciummw value. Chapter 5 details the criteria to be used in determining opti-
mum values for the various polling parameters. Criteria for determining the remaining parameters,
which generally concern the operation of the communications link, are presented in Section 4.6.

NOTE

Although the majority of user-defined parameters
are 16-bits in lengih, some are single byte parame-
ters. If the user program wishes to change one of the
single-byte parameters and accept the default for the
other, both parameters must be written. This is nec-
essary because both TSS and GSS user-defined pa-
rameters are written on 2-byte boundaries.

The process of establishing user-defined parameters is presented as two separate steps:

H

Specifying user-defined parameters for control and tributary station TSS structures.

Foud

Specifying user-defined parameters for control and tributary station GSS structures.

4.3.2.1  Specifying TSS Parameters -~ TSS parameters that can be specified by the user program are
listed in Table 4-2 by name, BSEL2 address, size, and default value. A functional summary of each
meter is also given. The actual order of sctting TSS parameters through appropriately configured
control commands is arbitrary. The complete command series to specify these parameters for TSS
structures at a multipoint control station is listed below:

o

Issue a series of control commands to set the value for the transmit delay timer. This is re-
ferred to as the preset value.

Issue a series of control commands to establish the polling parameters Q and R for the three
poliing levels.

b

3 Issue a s eria.s of control commands to specify values for the active, inactive, unresponsive,
and dead polling state-change parameters.

>

Issue a series of control commands to specify values for the maximum transmitted message
count.

5. lIssue a series of contro] commands to set the selection timers for tributaries (or issue a single
command to set the point-to-point station reply timer)

o

Issue a series of control commands to set the babbling tributary timers.
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Table 4-2

Liser-Defined TSS Parameters

Name

TSS Addr
(Octal)
BSELs

Size
{Bits)

Default
{Octal)

Deescription

XDT
PRESET

 {Active}
) {Inactive)
Q (Unresp)

R (Active)
R (Inactive}
R {Unresp}

230

[N RS A S
Lt Lo

tad o s

P o D
Lad Lad Ll
Lad [rd s

16

@ oo o

[= v <

0

0
100
20

Preset value for

the transmit delay
timer. This para-
meter provides a
fixed delay between
transmission of data
and maintenunce
messages. The de-
fault value of 0 =
no delay.

The initial value of
polling urgency (U)
for the tributary:
The TSS for a tribu-
tary must be assign-
ed a Q value for
each of the three
activity levels;
active, inactive,
and unresponsive.
This parameter is
applicable only to
TSS structures at
the control station.

The rate (R} by
which the urgency
{U) 15 increased for
the tributary.

The TSS for the tri-
butary must be
assigned an R value
for each of the
three activity
levels; active, in-
active, and unre-
sponsive. Both the
{ and R for a given
irtbutary are es-
tablished through a
single controi com-
mand, Therefore, if




Table 4-2

User-iefined TSS Parameters (Cont)

Name

H

TSS Addr
{Octal)
BSEL6

Size
{Bits)

Defauli
{Octal)

Piescription

NDM-INACT

TO-UNRSP

234

fee]

one parameter s to
be set to a unique
value, and the de-
fault is to be ac-
cepied for the
other, both the de-
fauit value and the
unigue value must be
written. This para-
meter 15 applicable
only to the TSS
structures at the
multipoint control
station.

Number of no data
messages required to
gu inactive: This is
the number of con-
secutive polls to be
made (without re-
ceiving a data mes-
sage) before chang-
ing the activity
tevel of that tribu-
tary from active to
inactive. This para-
meter is applicable
only to the TSS
structures at the
control station.

Number of timeouts

{0 go unresponsive:
The number of conse-
cutive pollsof a
tributary (without
response) before
changing the activi-

ty level of that
tributary from ac-

tive or inactive to
unresponsive. Both
the NDM-INACT and
TO-UNRSP counts are
established through

a single control
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Table 4-2  User-Defined TSS Parameters (Cont}

MNMame

SS—

TSS Addr
{Octal)
BsIls

Size
{Bits)

Default
{Octal)

Description

TO-DEAD

MXMC

(2]
fid
L

g
Lad
L

command. Therefore,
if one parameter is
to besettoa

unigue value, and
the default is to be
accepted for the
other, both the de-
fault value and the
unigue value must be
written. This para-
meter is applicable
only to the TSS
structures at the
multipoint control
station.

Number of timeouts
to go dead: The num-
ber of consecutive
polls of an unres-
ponsive tributary
{consecutive selec-
tion timeouts) be-
fore the activity
level of that tribu-
tary s changed from
unresponsive to
dead. This para-
meter s applicable
only to the TSS
structures at the
multipoint control
station.

Maximum transmitted
message count: This
parameier is a count
of the maximum num-
ber of abutting data
messages to be
transmitted by a
station before i
deselects itself.

This count applies

to the TSS struc-
tures ai both con-

trol and tributary
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Table 4-2  User-Defined TSS Parameters (Cont)

Name

TSS Addr
{Octal)
BSEL6

Size
(Bits)

Default
(Octal)

Description

SEL
TIMER

3 {seconds)
(5670 Octal)

stations in muiti-
point networks as
well as point-to-
point stations. Both
TO-DEAD and MXMC
for a given iribut-
ary are estabhished
‘,;,nmgh a \m e
2ontrol u,vrmza;;d.
Therefore, if one
parameter is ta be
set to a unwue
value, and the de-
% is to be ag-
chud for the
other, both the
default value and
the unique value
must be written. At
tributary and point-
to-point stations,
the polling pura-
meter TO-DEAD is ig-
nored.

Tw

Selection interval
imer: This timer

15 started when a
message is trans-
maitted with the
select flag set, and
halted when 2 valid
reply is received or

the line is y ch-
mm? +d. }" > selec
tion timer is us é

e
as a reply timer for
full-duplex point-
to-point networks
{see Section 4.4.1).
Itis used as the
select timer at mul-
tipoint control sta-
tions, and in half-
duplex point-to-
point networks. This
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Table 4-2 User-Defined TSS Parameters {(Cont}

TSS Addr

{Octal) Size Diefault
Name BSELS6 {Bits) (Octal) Description
counter counts in
milliseconds (ms)
from 1 to 65,535 ms.
BAB 237 i6 6 (seconds) Babbling tributary
TIMER {13560 Octal) timer: This timer

15 used to detect

a babbling tribut-
ary (see Section
442} Ina
multipoint network
this parameter is
applicable only to
the control station.
However, this para-
meter 1s applicable
to both stations in
point-to-point net-
works operating
half-duplex.

4.3.2.2 Specifying GSS Parameters — As previously indicated, when one or more tributary addresses
are established at a DMV11, the DMV11's microcode automatically creates a GSS for that control or
tributary station. The GSS parameters that can be specified by a user program are listed in Table 4-3
by name, BSEL3 address, size, and default value. A functional summary of each parameter is also
given. If a value 13 not specified for a parameter the microcode uses the default value. Specifying a
user-defined GSS parameter requires that BSEL3 in the pertinent control command contain zero. The
control commands necessary to specify GSS parameters for a multidrop station are listed below:

-

A control command to specify the number of sync-characters (NUM SYNC) that are 1o pre-
cede nonabutting transmit messages.

[

A control command to set the streaming tributary timer.

3. Three control commands to establish values for the global polling parameters delta time
(DELTA T), dead tributary (DEAD T), and poll delay, respectively.

Specific user-defined TSS and GSS parameters are common to both control and tributary stations.
Note that control commands specifying TSS parameters must have the address of the tributary associ-
ated with the TSS being accessed in BSEL3. Similarly, each control command specifying a GSS pa-
rameter must have BSEL3J set to zero. Since the prior steps have covered user-defined TSS and GSS
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Table 4-2 and 4-3) at the controf station, the two sieps listed below complete the pa-

i 3

parameters (see
rameter-specifving process at the tributary stations:
£ Issue a series of control commands at each tributary station 1o set the maximus transmitied
message count (MXMC) for each active TSS in a tributary station TSS structure. Note that
he 8-bit value for MXMC must be placed in BSELS of cach command (the tributary station
micracode igrores BSEL4 in these commands), The procedure for determining an optimum
value of this parameter for tributary stations is the same one used for control stations.

Pl

[ssue a single control command at each tributary station o set a value for the number of
sync-characters {(NUM 5YNC) th;,!.; JT\, to precede nun&bmmd transmit messages. The pro
cedure for @.;tt"""‘”’“ni. an optimum value of this parameter for tributary stations is

one used for control stations.

Table 4-3  User-Defined GSS Parameters

GSS Addr
{Octal) Size Default
Name BSEL6 (Bits) (Octal) Description

16 10 (low Number of sync-characters:
spud} This global value speot-
15 (high ""‘«a the number of svne-
spead) haracters that are 1o
prucdc nonabutting tra
mitted messages. This
parameter applies to all
stations. Low speed is
defined as less than 56K
b/s, and high speed is 36K
b/s.

’ut.ii

NUMSYNC | 23

I

STREAM 234 16
TRIB

Streaming tributary timer
50 preset: This timer is used
} to detect a streaming iri-
butary (see Section 4.4.3)
and Table 3-7). In a mulb
{ipoint network, this
parameter is applicable
only to the control sta-
tion. However, in pomt-
to-point networks, this
parameter is applicable to
both stations.

o anE=)
_—
o
Lo oy

&
et

DELTAT 23

Lk
Loy

16 200 {ms) Dielta time: This is the
(310 potling algorithm update
Octaly increment. This glob&i
parameter, which is ap-
plicable only to multi-
point control stations,

1s used by the polling
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Tabie 4-3  User-Defined GSS Parameters (Cont)

GSS Addr
{Octal) Size Default
Name BSEL®6 {Bits) {QOctal) Description

algorithm to calculate
polling urgency {sce

Section 5.2.1). The de-

fault value of 200 ms 1s

the minimum value for this
parameter. DELTA T is also
used as the interval for
updating the transmit

delay timer.

DEADT 236 16 10 {sec.) Dead timer: This is the
{17500 interval between polls for
Octal) dead tributaries. This
global parameter applies
only to multipoint control
stations.

POLL 237 16 0 (no This parameter provides
DELAY delay) for a fixed delay between
polls for all tributaries

in a network. If the de-
fault is accepted, the
next poll for any tribu-
tary occurs immediately
following the current
poll.

4.3.3  Protocol Operation A
At this point the DMV 11 has been configured for operation in the associated network and is ready for
protocol operation. The steps required to initiate protocol operation are:

1. Place established tributaries in the ISTRT state by issuing one control command containing
the request key. Request ISTRT state for each tributary address.

2. If the DMV is a station in a point-to-point network, one control command must be issued
containing the request ISTRT state request key with a tributary address of one in BSEL3.
3. The DMVIi1 confirms that the protocol is operational at each tributary by issuing a control
response {one for each control command issued) containing the protocel event code for
DDCMP run state entered.
£ 4.4 CRITERIA FOR DETERMINING COMMUNICATIONS LINK PARAMETERS

User-defined TSS and GSS parameters fall into two categories: polling parameters that provide for
user-program control over the dynamic activity of the polling algorithm, and communications link pa-
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rameters that provide the user program with the ability to regulate data traffic over the physical com-
munications line. Referring to Tables 4-2 and 4-3, the communications link parameters include:

Selection interval timer,

Number of sync-characters,

Babbling tributary timer,

Maximum transmitted message count,
Streaming tributary timer,

Transmit delay timer.

& & ¢ 8 % @

Values for the selection interval timer and the number of sync-characters are interrelated. as are values
for the babbling tributary timer and the maximum transmitted message count. These interrelated pa-
rameters are described in Sections 4.4.1 and 4.4.2.

4.4.1 Setting the Selection Interval Timer

The function performed by the selection interval timer at a DMV 1] depends on the mode selected for

that DMV 11 o full-duplex point -to-point nefworks, this timer is used as a reply timer for the purpose

ol message accountability. This timer serves as a selection interval timer when the mode for the associ-
ted DMV1! is one of the following:

s A full-duplex control station;
» A half-duplex control station;
¢ A haif-duplex point-to-point statiorn.

In this capacity, it performs the link management function and provides for message accountability.

Link management is the process of controlling the transmission and FCCL{"’EIL}‘} of data over networks
where {hcn are two or more transmitter/receiver devices actively connected to the same physical comn-
munications link. This applies to half- and full-duplex multipoint networks as well as haif-duplex point-
to-peint links. On half-duplex links, only one transmitter can be active at any time, and on full-duplex
links, only one slave transmitter can be active at a time.

‘x station on such links can transmit when it is selected or granted ownership of the link. Link ow nership

s passed through use of the select flag in the DDCMP message header. i)mectmg a select flag ina
recetved message allows the receiving station to transmit after message reception is compieted. Sending
a select flag means that the transmitting station ceases transmitting after the current message is sent.

A selection timer detects the loss of a select flag by timing the interval required to receive the longest
message from a station. A timer is started when a station is selected and reset when valid messages are
received from that staticn. When the timer interval is exceeded at the sending station {a message was
not received during the period of the timer) it is assumed that messages with the select flag were either
transmitted or received in error.

At this point, the station that originally sent the messages with the select f!agj set assumes ownership of
the hink. This station resumes transmitting as i it had received a valid select return.

The values assigned to select interval timers at stations in half-duplex point-to-point networks should be
different at both stations to avoid possible deadiock race conditions. For both multipoint control stations
and half-duplex point-to-point stations, the criteria for determining the value for a select timer includes
such factors as:

Maximum message length;
Number of sync-characters;
Line speed;

Line turnaround time;
Message processing delays.
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As indicated in Table 4-5, the GSS parameter number of sync-characters has two defaults; one for low-
speed operation (10}, and one for high-speed operation (15). The operational speed range of a DMVI11
is specified by the line unit low-speed/high-speed switch which is placed in the appropriate position
when the DMV 11 is hardware configured {see Section 2.5). In the low-speed position the DMV11 can
operate at line speeds up to 19.2K b/s, and in the high-speed position the device line speed is 56K b/s.
it is recommended that the default for the appropriate line speed range be taken for this parameter.

Some recommended values for a selection interval timer are given in Table 4-4. The calculations shown
in Table 4-4 include the following overhead factors:

256 bytes of data
28 bytes of header, sync, and pad characters

Total 284 bytes
The formula used 1o dertve the values listed in Table 4-4 1s:

8 bits per byte

e % 284 bytes per message -+ RTS/CTS delay = Timer value (in seconds)
baud rate (bits

per second}

NOTE
Maost modems include an RTS/CTS delay that must
be included in the calculation of the value for the se-
lection interval timer. When operating with an exter-
nal (E1A) modem, the typical delay used is 150 ms.
The delay used when operating with the integral
modem is 100 us.

Table 4-4 Recommended Selection Interval Timer Values

Bits Per Second Calculated Timer Value for a 256 Byte Message
4.8K 473 ms + 130 ms = 623 ms (700 ms)
96K 236 ms + 130 ms = 386 ms (400 ms)
56K 40.35 ms + 0.1 ms = 40.6 ms {30 ms)

The values listed in Table 4-4 represent absolute minimums. In most cases, specific applications require
additional delay time over these values to prevent a timeout during reception of a valid message. Re-
quirement for additional delay time can be caused by processing delays that occur when receiving from
a non-DMV 11 device, or by line delays encountered when dealing with satellite networks. When deter-
mining this value, keep in mind that it represents the time the system can reasonably expend waiting for
a response from another station.

When used as a reply timer, the selection interval timer sets the maximum waiting period between send-
ing a message and receiving an acknowledgement before taking error recovery actions. This timeout is
necessary to recover from outages and the distortion of messages by the link. This timeout also prevents
the protocol from being deadlocked.
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The same criteria used to determine a value for a selection interval timer in mzz%fipaim networks, are
also used to determine a value when this timer is used as a reply timer. As shown in Table 4-2, ;h;,
defauit value for both cases is three seconds.

4.4.2 Setting the Babbling Tributary Timer

This user parameter is appheable to half-dupiex and full-duplex multidrop network controf stations. A
babbling tributary is a tributary that continues to transmit valid DDCMP messages after a program-
mable timeout has expired, thereby, denying equal access to other nodes. This situation is controlled by
the babbling tributary timer which i%IGﬂlt(‘%ﬁ ihs total time period a tributary continucusly transmits
without rqums‘}mg the communications line. When this m‘nmj exceeds the timeout period of the
babbling tributary timer, the user program is fluafscd muu&h a conirol response. The conirol response
contains the code for a babbling tributary along with the identity of the offending tributary. When a
babbiing tributary is detected, the control station takes no action beyond this notification.

A major consideration in determining a value for zhe tributary timer s the total time ioterval that a
given tributary requires to end a selection interval. Determining the value for this timer is similar to
that for the selection interval timer because the same range of factors are used as criteria for calcu-
lating the value. The mais difference in the two determinations is ?heﬁ the total number of message
bxtex should t}f‘ used in babbling tributary timer parameter calculations rather than the number of
bytes in the longest message.

A value for the maximum transmitted message count parameter must also be considered in conjunction
with the parameter for the babbling tributary timer. The user-defined parameter to set this counter
places a limit on the number of messages that a tributary can transmit during the selection period. This
is done by forcing the select flag when the count of messages received from a tributary equals the value
of the maximum transmitted message count. This count relieves the user program from having to limit
the number of messages queued for transmission in order to avoid a babbling tributary condition.

In anv case, the period established for the timeout of a babbling tributary timer should be long enough
to ensure that timer expiration definitely indicates an error condition. In addition, the parameter as-
signed 10 the maximum transmitted message count should also be considered when establishing the pe-
riod of the babbling tributary counter.

4.4.%2 Setting the Streaming Tributary Timer

A streaming tributary is a tributary station on a multipoint line (or an associated pointmwﬁpﬂim station)
that continues to assert the carrier a;gnal on the link after it has relinquished ownership of the link. in
noTY mi npemmssi ownership of the link is returned to the control station when it receives a gciyct lag or
the period of the selection interval timer is exceeded. A timeout of the streaming tributary timer in-
dicutes a potential jamming of the link by a defective tributary station, a defective point-to-point sta-
tion, or a malfunctioning modem.

The streaming tributary is started when wamfbhip of the link is granted to the control station by the
remote s .Atasmn, and stopped when the carrier is dropped by that station. When a streaming tributary is
detected, through expiration of the streaming tributary timer, the user program is notified in the same
manner as with 2 babbling tributary. The control station does not transmit untit the carrier is dropped

Determination of a value for the streaming tributary timer requires consideration of such factors as
settling time of the communications line and modem delays. As with determining periods for the sciec
tion interval timer and the babbling tributary timer, the period specified for this timer should be long
enough to preclude premature expiration of the timer. For most network applications the default of one

second s sufficient.
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4.5 ERROR COUNTER ACCESS

The DMV 11 is equipped with a large compliment of error counters designed to isolate a wide range of
error conditions. The TSS for each established tributary contains seven error counters along with three
statistical counters that provide background information for error analysis. In addition, the GSS at each
station contains four error counters that tabulate errors that are global to the station. The three TSS
statistical counters are 16 bits in length, and the threshold error counters are three bits in length. The
remaining TSS/GSS error counters are eight bits long.

4.5.1 Reading the Counters

Both TSS and GSS counters are accessed through an appropriate control command with the content of
the requested counter or counters being returned through an information response (see Sections 3.3 and
3.4). Through the control command, the user program has the option of reading, or reading and clearing
the counters. When doing error analysis it is recommended that a user program read and clear these
counters o assure a zero-base for subsequent sampling of the counters. If copies of the counters are
being maintained in main CPU memory, it is also recommended that counters be read and cleared.

NOTE
The three-bit threshold error counters are automat-
ically reset when the maximum count is reached so
that access to these counters is restricted to reading
only.

The DMVI1 error and statistical counter structure is designed to be complimentary. As an example of
this complimentary structure, consider the data errors inbound counter and the data messages received
counter. The data errors inbound counter tabulates the errors related to the validity of message recep-
tion such as block-check errors, whereas, the data messages received counter records the total number
of messages received. A ratio of message reception errors to total number of messages received ¢an be
derived from these two counters.

4.5.2 Counter Skew

When performing error analysis, there is a potential of skew between counts due to read time lags and
the requirement that counters be read one at a time. The probability of skew between counts is a func-
tion of line speed; the higher the line speed, the greater the probability of a skew condition. An example
of this potential skewing is the possible discrepancy between the number of selection intervals and the
number of selection timeouts. A skew could result from additional selection timeouts occurring while
the counters are being read.

If circumstances require that crror/statistical counters be read without the potential for skew, this can
be done by halting the protocol at the tributary. With the protocol halted, the contents of the er
ror/statistical counters in a TSS and in the GSS are frozen at the counts recorded when the protocol
was halted. The counters can then be read without the problem of skew due to read time lags.

4.6 ERROR RECOVERY PROCEDURES
Within a DMV 1i-based network, there are three basic levels of error recovery involving the user pro-
gram:

1. Procedural violations where only the user program is notified.

2. Recovery from errors requiring protocol shutdown initiated by the user program.

3. Fatal errors resulting in system shutdown with munimal notice to the user program.

Referring to Table 3-7, procedural error codes from 100 to 140 are reported to the user program with
no recovery required. The remaining two procedural errors (codes 300 and 302) involve error recovery
levels two and three respectively. All network errors require recovery through protocol shutdown, and
the contrel response {queue overflow) could result in network shutdown.
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4.6.1 Recovery from Network Errors

In all cases, recovery from network errors requires that the protocol be halted at the tributary or station
recording the error. Two similar but separate procedures are recommended for recovery from threshold
errors, and babbling and streaming tributary errors. These recovery procedures are described below.

4.6.1.1 Recovery from Threshold Errors - DMV 11 threshold errors are detailed in Section 5.3.3. The
recommended recovery procedure to be initiated by the user program at the station recording the errors
15 presented below:

e

Halt the protocol {see Table 3-6).

2. Read the error counters to determine the nature and cause of the threshold error condition. If
the error results from a shortage of receive buffers, correct the condition. If the transmit or
selection threshold is being exceeded, check the operational condition of the remote station.

3. When the conditions causing the errors have been eliminated, restart the protocol (see Sec-
tion 4.3.3).

4.6.1.2 Recovery from Babbling and Streaming Tributary Errors - Babbling or streaming tributary er-
rors are created when their respective timers are exceeded. Therefore, a timeout can resuit from an
actual error condition, or because the period of the timer is too short for the type of message activity on

the line (see Sections 4.4.2 and 4.4.3). A suggested recovery procedure to be used when encountering
these conditions is:

i, Halt the protocol.

2. Check the value of timer parameters and increase if the value is not appropriate.

3 Restari the protocol (see Section 4.2.3)
4. If this error condition persists, reconfigure the station as specified by Section 4.3.1.
3. When the cause of the timeout originates at the remote station, action must be taken at the

remote station to ascertain and correct the fault. The local station is at fault only if the values
of the timer parameters are inappropriate.

4.6.2 Recovery from Procedural Errors
The three procedural errors that require a recovery procedure are:

Nonexistent memory error.
Buffer too small error.
Queue overflow error.

Lad fodd s

The recovery procedure for each of these errors is detailed in Sections 4.6.2.1 through 4.6.2.3.

4.6.2.1 Recovery from a Nonexistent Memory Error - Nonexistent memory errors occur when the
DMV 1T tries to access an allocated receive or transmit buffer having an invalid bus address. When this
error is detected, the DMV 11 posts a control response to the user program containing the invalid ad-
dress {(see Section 3.4.2}. It is up to the user program t¢ determine whether the nonexistent address
concesns a transmit or recetve buffer.

NOTE
Depending on microcede processing circumst{ances,
the nonexistent memory address returned to the user
program could have been incremented to the next se-
gquential location.
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The suggested recovery procedure for this error is as follows:

1.

3.

Halt the protocol for the tributary or station recording this error to initiate return of all out-
standing buffers.

If the error concerns a buffer from the common pool, the user program should issue the glob-
al halt command to initiate return of all outstanding receive buffers from the common pool.

Restart the protocol and reallocate buffers as necessary.

Persistent recurrence of this error indicates a possible main CPU or DMV11 malfunction.

NOTE
If the network line speed is 56K b/s, the requests for
retransmission generated by a nonexistent memory
address can resuit in the overflow of the DMV11 re-
sponse queue causing a fatal system error (see Sec-
tion 4.6.2.3).

4.6.2.2 Recovery from a Receive Buffer Too Small Error -~ When the DMV11 receives a message, it
first checks for the availability of a buffer from the common buffer pool linked list, and if one is avail-
able, it uses that buffer. If the common buffer pool is empty or not enabled, the private buffer linked
list is checked. If a private buffer is not available, the receiving station NAKs the incoming message.
The steps taken by the DMV11 microcode in this process are listed below.

1.
2.

Is the message number in sequence? Yes, continue; No, ignore message.
Is the commeon buffer pool enabled? Yes, continue; No, go to Step 6.
1s the common buffer pool quota = 0? Yes, go to Step 6; No, continue.
is a common pool buffer availabie? Yes, continue; No, go to Step 6.
Is the common pool buffer too small? Yes, go to Step 8; No, use this buffer.
Is a private buffer available? Yes, continue; No, send NAK - buffer temporarily unavailable.
Is private buffer too small? Yes. send NAK - buffer too small; No, use this buffer.
Is private buffer available? Yes go to Step 7: No, send NAK - buffer too small.
NOTE
The DMV 11 does not scan the common pool or pri-
vate linked list structures looking for a buffer of suf-

ficient size. Rather, it uses the next available buffer
from the list.

Buffer too small errors apply only to receive buffers. The procedure for recovery from this error is
dependent on whether the allocated buffer is from the common pool or is a private buffer. The appli-
cable recovery procedures are explained below.

A.  Common pool buffer too small

L.

Assign a private buffer of sufficient size to the receiving tributary through a buffer ad-
dress/character count command (see Section 3.3.4).
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B.  Both private and common pool buffers too small

1. Halt the protocol for the offending tributary to initiate return of all outstanding private buf-
fers.

2. Restart the protocol.

3. Assign a private buffer of sufficient size to the receiving tributary through a buffer ad-
dress/character count command {see Section 3.3.4).

C.  Private buffer too small, and common pool not enabled

t. If buffers from the common pool are available 10 other tributaries, and are of sufficient size,
enable common pool buffers for this tributary (see Section 3.3.4).

2. If the common buffer pool is not in use for other tributaries, follow recovery procedure B
above.

4.6.2.3 Recovery from a Queue Overflow Error — This error is always fatal to the DMV 11 recording
the error since it forces automatic shutdown of the device. The basic cause of this error is the in-
availability of link blocks from the free linked list (see Section 5.4.1.1). Typically, this error resuits
when the internal response queue overflows because the DMV11 generated responses faster than the
user program could retrieve responses from the queue. This error can also occur if an inordinate num-
ber of receive buffers have been allocated. One cause of response gueue overflow is the occurrence of
repetitive nonexistent memory errors in high-speed networks (see Section 4.6.2.1).

When this error occurs, the DMV11 posts the most current entry in the response queug to the user
program. The user program then has three seconds after being interrupted to retrieve the response. If it
is retrieved during this three second window, the next response is posted. As long as the user program
retrieves each response within this window, the process continues until the internal response queue is
empty. These responses can then be analyzed to determine the cause of the queue overflow.

After the last response has been posted, or the three second response period has expired, the DMV 11
shuts itself down. At this point, returning the DMVI11 to operational status requires that the start-up
procedure be initiated from the beginning (see Section 4.3).

4.7 BOOTING A REMOTE STATION

DMV1li-based networks provide the user program, at the multipoint control station or point-to-point
station, with the ability to boot the main CPU at a remote station that has been shut down due to power
outage or software malfunction. There are three ways this boot funciion can be performed:

i, Remote load detect: The control station starts the primary MOP boot procedure for a remote
station.

Power-on boot: The first poll received after power-up at the remote station causes the
DMV at that station to request that the control station start the MOP boot procedure.

i

b

Invoke primary MOP: The user program at the remote station causes the DMV 1 to request
that the controf station start the primary MOP boot procedure.
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NOTE
Control station is either a multipoint controi or
point-to~-point station that is transmitting (over the
link) the boot or requested program to the remote
station. Remote station is either a multipoint tri-
butary or poini-to-point station that is receiving
{over the link) the boot or requested program.

NOTE
Power-on booi, remote Jjoad detect, and invoke
primary MOP are not mutually exclusive, All three
features could be used in a particular application.

Primary MOP boot procedures require that the DMVI1 be switch-configured in the manner specified
in this section. The steps taking piaue 1t the remote station and over the communications line feading to
each of the three primary M(}F’ boot functions are presented in the following sections.

4.7.1 Steps Leading to a Remote Load Detect Boot
The steps {aking place at the DMV remote station and its host CPU in response to an enter MOP
mode message from the control station are:

1. The DMV1! NPRs a ught-loop routine into main memory.

2. The DMV11 transfers control to the routine through the power fail/restart vector. This rou-
tine inactivates the CPU to prevent any intervention during the NPR process.

3. The DMV then sends a primary MOP request program message to the control station. The
control station responds in turn with a primnary MOP memory load with transfer address mes-
sage containing the boot or related program to be loaded into main memory at the remote
station.

4. The DMV NPRs that program into main memory, then starts executing the program.

5. At this point the remote station is operating in the manner intended by the down-line loaded
program.

The steps occurring over the communications line during a remote load detect boot are:

1. The control station sends an enter MOP mode message to a remote station,

2. The remote station recognizes the address and password in the message, then inactivates its
host CPLUL

3. The remote station then responds with a primary MOP request program message.

4. The control station responds to this message with a primary MOP memory load with transfer
address message containing the boot or related program to be loaded into the host CPU at the
remote station,

4.7.2  Steps Leading ii} a Power-On Boot

When power is restored after a shutdown at a remote station, the DMV11 performs the same steps used
during a remote load detect boot. However, the first two steps performed over the communications line
are omitted, and the tributary station responds to the first pmi from the control station with an MOP
;e%uest program message. The same sequence used in the remote load detect boot procedure is then
fatlowed,




4.7.3  Steps Leading to an Invoke Primary MOP Boot
1 oot operation is imtiated when a user at 2 remote station sets the boot and master clear bits in the
DM"ﬁ 1 inigiaééiﬁtion register (see Section 3.3.1). The steps taken by i* > DMV i1 are the same as with
a power-on bo

4.7.4 DMV11 Switch Settings for the Boot Functions
At remote stating

s, In networks supperting the primary MOP boot functions, the switc! 188 must be wﬁ"
3

figured in a specific way in order to properly perform the boot functions (»ee Section 2.5 and Table

%1,

"‘“

NOTE
The switch setting procedures described helow apply
only to iributary stations in a multipoint network
and one node in a point-to-point network.

T

he ;mt number {zero or one) of each i‘}M‘v“"; I must be appropriatelyv set. This number allows the boot
i, onee 3t is loaded into the host CPUL to identify the specific DMV 11 {within the host's floating
address xpa«.c performing the boot.

NOTE

When primary MOP booting is supported in a net-
work, the operating mode of each tributary station
eligible for booting must be set in the switches rather
than through the mode definition command,

The x,;km!mg, mode of a DMVI11 is specified by setting the mode enable switch to one iOH*‘) (switch
nuriber | of the boot enable switch pack), and setting switches numbered 6, 7. and & io the required
operating mode. The setimgg for these switches are listed in Table 4-5.

4.7.4.1  Switch Settings for the Power-On Boot Function - To enable the power-on boot function at a

wote station, switch number 4 of the bcmi enable switch pack {power-on boot) must be set to one
it}?F} In addition, the tributary address of this station must be set in the DDCMP address switch
pu~h

4.7.4.2  Switch Settings for the Invoke Primary MOP Boot Functien - The DMV 11 switch settings for
the invoke primary MOP boot function are the same as those for the power-on boot function. Hmw:w;’
the setting of the power-on boot switch has ne affect on the invoke primary MOP boot.

An additional feature of the invoke primary "‘u('}? boot is that it may allow the tributary address of the
re f‘miz station to be software assigned instead of switch assigned. This feature is only valid for remote
ations that are multipoint tributaries. To use this feature, the following conditions must exist.

¢  The tributary address/password in the DDCMP address switch pack must be zero.

®  The user program at the remote station must have established the tributary using the control
command (establish tributary). If the remote station is using the multiple address tributar ¥
option, the tribufary address used for booting must be the first one established.

NOTE
fovoke primary MOP boot with the software-as-
signed tributary address does not work if the power-
on boot switch is ensbied.
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Tab!ekd-s Mode Switch Settings

Mode Line Network | DMC11 Line

Switches Characteristics Configuration Compatibility

6 7 8

ON ON ON Half-duplex ?0immiﬁ}§g}z;}%m Yes

OFF ON ON Fuill-duplex Point-to-point Yes

ON OFF ON Half-duplex Point-to-point No

OFF OFF ON Full-duplex Point-to-point No

ON ON OFF Half-duplex Multipoint control N/A
station

OFF ON OFF Full-duplex Multipoint control N/A
station

ON OFF OFF Half-duplex Multipoint tributary N/A
station

OFF OFF OFF Full-duplex Multipoint tributary N/A
station

4.7.4.3 Switch Settings for the Remote Load Detect Boot Function ~ To enable the remote load detect
boot function at a remote tributary station, switch number 5 of the boot enable switch pack {enable
remote foad detect) must be set to one {OFF). For the remote load detect boot function, the switch-
specified tributary address also serves as the password which is contained in the enter MOP mode mes-
sage.

When using boot functions in point-to-point networks, the tributary address/password switches can, for
security purposes, be set to a unique value since the address of a point-to-point node is always known to
be one.

4.8 MAINTENANCE REGISTER EMULATION

The DMV11 is placed into maintenance mode when the user program sets bits 0 and 6 at the same time
in BSEL1. When this happens, the microcode enters a maintenance loop and sets MNT RDY (bit 7 of
BSEL2) to indicate that the microcode is ready to receive a command as defined by bits zero through
three of BSEL2 (see Figure 4-3). The functions of these commands are described in Table 4-6.

; NOTE
The microdiagnostics must complete tests 1-12 as a
minimum before allowing entry into the maintenance
foop.
in the maintenance mode, the functions of the CSRs are redefined as follows:

» BSELQO, bits zero and four, enable the respective microprocessor LSI bus interrupts as de-
fined by bits one and two. See Figure 4-3.
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BSEL

BSEL3

BSELS

BSELY

BSELTY

BSEL2, bits zera through three, define the maintenance loop command function. Bits four
and five are used for interrupting the CPU if an internal microprocessor interrupt occurs.
These interrupts are enabled by BSELO. Bit seven is set by the microprocessor when the
maintenance loop is ready to receive another command function in bits zero through thre
{Table 4-6).

SEL4 contains a DMV 11 memory {ocation for function codes one through five {Table 4-6).

SEL6 contains data written or read for functions one, two, and six. It also ains a 16-bit
address for functions three and four.

SEL 10 contains the upper address bits for functions three and four. Only the low byte of this
CSR 15 used.

NOTE
BSEL10 and 11 are only used in 22-bit mode.
BSEL12 through 17 are not shown because they are
never used by the user /DMV11-command structure.

7 8 5 a4 3 2 1 0 7 6 5 4 3 2 1 D
MTR MNT EN P L uf 1 oen .
?ﬁUN CiLR REQ g INTALINTE AT BSELD
- MNT A g - -
NOT USED BSELZ
‘ x ) ) ‘ , RDY INT | INT FUNCTION CODE SEL2
DMV11 MEMORY LOCATION [HIGH BYTE) DMV11 MEMORY LOCATION (LOW BYTE) BSEL4
FOR FUNCTIONS 1-5 , FOR FUNCTIONS 1-5 SELa
DATA READ OR WRITTEN FOR FUNCTIONS 1, 2 & 6 or 16 BIT ADDRESS FOR FUNCTIONS 3 & 4 ggféﬁ
+ + 4 ¢ } + ; + + : + + : )
T UPPER ADDRESS BITS SELIG
NOT USED UNUSED " P PEL IS
i i3 § 3 3 i i 4 £ ?QRAFUNC’.{.D 3 &34 i BSE[}S
15 14 13 12 11 10 a g 7 8 5 4 3 2 1 Q

RAE-25: 7

Figure 4-3 DMVI11 Maintenance Loop Command Format
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Table 4-6 Maintenance Command Functions BSEL2Z Bits 0-3

Oetal Code

Bits 0-3 Function

0 Reserved to avoid unpredictable results,

i Read DMV memory location specified by SEL4 (16-bit address specifying a
byte). SEL6 contains the data read from this location.

2 Write DMV memory location specified by SEL4. SEL6 contains the data
written to this location.

3 Read 256 bytes of DMVI11 memory. SEL4 points to the starting DMV 11 mem-
ory address from which the information s read. The lower eight bits of this ad-
dress are ignored. SEL6 and BSELS point to the starting LSE-11 bus address
where the information is stored.

4 Write 256 bytes of DMV memory. SEL4 points to the starting DMV mem-
ory address to which the information is written. The lower eight bits of this ad-
dress are ignored. SEL6 and BSELS point to the starting LSH-11 bus address
from which the information is read.

5 Set the 6502 microprocessor’s program counter to the value contained in SEL4.
This is used to start the microprocessor executing code at the DMV memory
location specified by SEL4.

6 Set internal loop and null clock for functional diagnostics. Null clock is in-
itialized for 56K b/s.

7 Set maintenance interrupt flags and clear interrupt disable in processor status.

(g,
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CHAPTER 5
ASPECTS OF DMV11
MICROCODE OPERATION

3.1 INTRODUCTION
The funcuonality of the DMV 11 results from the microprocessor and its associated microprogram or
microcode. This chapter discusses the microcode as it relates to

¢  The polling aigorithm,
s Error recording, and

e The internal data basc.

3.2 DMVi1 POLLING ALGORITHM

in a polling operation the tributaries are in effect asked one by one whether thev have anything to
transmit. To accomplish this, the control station sends a polling message with a unique tributary ad-
dress down the line. The station which recognizes the address responds with data messages or a positive

response.

With DMV11s, polling is based on a priority scheme which is derived automatically and applied dy-
namically by the microcode. To control poliing and data message transmission, the DMVI1 uses the
following information:

e The tributary’s recent poll history,
e The tributary’s user-defined parameters,

e  The tributary’s protocol state.

In regard to protocol state, the multipoint network control station polls ail established tributaries that
are not in the DDCMP halt state. The protocol state of every established tributary is maintained in the
associated TSS by the control station. When a tributary is eligible for polling, all outstanding transmit
messages for that tributary are sent as the poll, up to the limit wnposed by the maximum transmitted
message count. If no transmit messages are available for a tributary eligible for polling, the DMVI11
automatically transmits the appropriate DDCMP control message.

The DMV 11 polling aigorithm determines which tributary is to be polled next, based on each tributa-
ry’s polling urgency level. The DMV11 polling algorithm employs the user-defined TSS and GSS pol-
fing parameters as the basis for categorizing tributaries into polling levels. The poiling algorithm also
determines the rate at which polling urgency is increased within each polling level. A tributary’s polling
ievel is based on its recent response history. This classification mechanism, combined with periodic in-
crementing of polling urgency, results in the most active tributaries being polled most often.
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3.2.1  Calculating Polling Urgency

The poliing urgency (priority) of each tributary is periodically calculated when a global timer expires.
This periodic calculation enables the algorithm to enforce minimum poll intervals for each tributary,
and to account for competition between tributaries. The minimum poll interval prevents unneeded polls
from:

»  Delaying other tributaries,
s Interfering with output traffic, and
o  Causing unnecessary processor overhead.

The polling urgency of a tributary is caiculated as a linear function of time clapsed since the last poll.
The calculation is truncated when the maximum value of 255 is reached. The three parameters in this
calculation are:

! () — the mitial value of the polling urgency {U);
2. R - the rate at which Q is to be increased:
3. DELTA T - the polling algorithm global update interval.

Figure 5-1 shows the reiationship between these three parameters. The appropriate choice of Q and R
can give a variety of behaviors. For this reason, the choice of these values must be based on the desired
performance. One method of choosing (G and R is to define the minimum poll time and the time to
reach maximum poll urgency, and to use these values in the following equations.

Minimum poll time = 128-Q (DELTA T)
R

Time to reach maximum poll UTEency == 2'%*{) fDFL A i)
+ 4 J
R

DELTA T is the user-defined period of the global timer and its value depends on the line speed. It must
be smaler than the smallest nonzero minimum poli interval. but no smalier than 200 ms. The poll prior-
ity is calculated for each tributary and stored in a single byte of the TSS. With every DELTA T, the
polling urgency byte is updated. The following interpretation is placed on its value. These values are
represented as base lines on the graph of Figure 5-1. Figure 5-2 shows the relationship of the polling
urgency to different values of () and R.

G- 127 Do not poll the tributary. The minimum poll interval has not expired.
128 Minimum poll interval has expired. The tributary is eligible for polling.

129 — 254 Minimum poll interval is exceeded. The tributary is eligible for polling. The
higher values indicate increasing priority in the event of competition between
tributaries,

255 Maximum poll urgency is reached. Competition between tributaries at this pri-
ority is round-robin,

This methed of determining values for Q and R is applicuble when static behavior is desired. For many
applications, however, dynamic behavior can improve performance by polling active tributaries at a
faster rate and with a higher priority than inactive tributaries.

During each DELTA T time period. the control station polling algorithm updates the urgency of each

operational tributary by adding the value of R for the appropriate polling state (excluding dead) to the
urgency value of each tributary. This updating sequence is performed on the TSS data base in the order
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in which tributaries were originally established at the control station. When the polling aigorithm deter-
mines that the next poll is to be sent. it selects the tributary to be polled by scanning the TSS data base
{in the original order of tributary establishment), starting at the TSS following the last tributary polied.
In this process, the tributary having the highest value of U from active, inactive, and unresponsive
tributarics is selected as the next tributary to be polied.

TIME TO
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Figure 5-1 Interreiationship Between Polling Parameters Q, R, and DELTA T

I an urgency of 255 15 detected during the process of scanning the TSS data base for the tributary
having the highest value of U, the scan process is halted and that tributary is immediately selected for
poliing. Once the selected tributary is polled, its urgency reveris to the assigned value of Q for its pol-
ling level.

Dead tributaries are polled at a rate determined by the user-defined parameter DEAD T. One dead
tributary is polled at each expiration of the DEAD T timer, and the scan of dead tributaries is resumed
from the last dead tributary polled.
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5-2  Relationship Between Polling Parameters QQ, R, and the Minimum Poliing Interval

aigorithm uses ) and R values based on dynamically modified states. There are

& b

Active — The polling algorithm maintains a tributary as active when it responds to polls with
data messaau;

Inactive — The polling state of an active tributary is changed to inactive when it responds to
consecutive number of polls with nendata DDUMP messages. The count of consecutive non-
data messages received from a trzbmary in the active state is designated by the user-defined
parameter NDM-INACT (number of no-data messages required to go inactivel.

Unresponsive — A tributary currently active or tnactive 13 changed io the unresponsive state
when 1t fails to respond in any way to a consecutive number 0!‘ polls {each pail resulls in ¢
selection timeocut). The count of consecutive polls without responses is designated by the
user-defined parameter TO-UNRESP (number of timeouts 10 2o unresponsivel.

Dead — A curreatly unresponsive tributary which continues to be upresponsive Lo consecu we
polls 18 changed to dead. This occurs when the number of selection interval time aut
natzd by the user-defined parameter TO-DEAD (number of timeouts to go dead) is exceed-
ed. Unlike tributaries in the other polling states, dead tributaries are alw 'zm ‘}OUCG on a
round-robin basis with the period between polls being determined by the user-defined global
parameter DEAD T {dead timer}

i
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When specifying the parameters controlling polling levels, the user has the option of accepting the
defaults {(sce Table 4-2 and 4-3), or selecting specific values in place of these defaulis. The user pro-
gram can set the pelling state of a tributary to any state at any time by issving a latch polling state
control command. The polling state imposed by a control command remains in effect, irrespective of
tributary performance, until polling control is handed back to the polling algorithm by the user pro-
gram. This is done by issuing an unlatch polling state control command.

Figure 5-3 shows the relationship of the the default values of Q and R for the active, inactive, and
unresponsive polling states.

ACTIVE Q=285, R=0

ELIGIBLE FOR
POLLING

Y{U}

o~

foe

P -

POLLING URGEN

NOT POLLED

1.2sec 2.80sec
GELTA T =200ms

MK.2642

Figure 5-3 Relationship Between the Default Values for Q and R for the Three
Polling Activity Levels




Each tributary has Q and R values defined by the user for the active, inactive, and unresponsive polling
states. This allows dynamic modification of the behavior of the polling algorithin. The basic mechanics
of the polling algorithm are:

Il a tributary always responds to a poll with data, it remains in the active state. The poiling
urgency in this case is calculated using the Q and R values specificd for the active state.

e Il a tnibutary responds to a user-defined number of consecutive polls with no data messages
(ACKs only). polling is changed to inactive. The polling urgency is then calculated based on
the Q and R values defined for the inactive state.

s I a tributary in either the active or inactive states fails 1o respond {times out) to a pre-
determined number of consecutive polls, the poifing state is changed to unresponsive. The
and R values defined for the unresponsive state are used to calculate the poliing urgency.

» If a tributary in the unresponsive state fails to respond to a predetermined number of con-
secutive polls, the polling state is changed to dead. The user is notified of this transition by a
iy

control response. Polling dead tributaries is very time-consuming because it usual requirgs

a timeout. Therefore, dead tributaries are not polied on a priority basis. Instead, a global poll
‘ad tributary

interval is defined for dead tributaries. Each time this timer expires, a single d
is polled. If at any time a dead tributary responds to a poll
state is changed to active.

.
with a data message or ACK, its

NOTE
A ftributary (not in the active polling state} is auto-
matically returned to the active state when it re-
sponds to a poll with a valid data message. It also
becomes active when the user program allocates a
transmit baffer to it.

Figure 5-4 is a state diagram describing the transitions between polling states. The actual transitions are
dependent on the particular polling parameters.

The user may control sending of all polls by defining a poll delay interval that must expire before a poli
can he sent.

The program-selectable parameters which pertain to polling are included in Table 4-2. These parame-
ters are set by the user with a write TSS command.

5.2.2  Criteria for Determining Polling Parameters
Although there are no absolute rules for determining polling parameters, there are general guidelines
for deriving them. These guidelines are presented in sections 5.2.2.1 through 3.2.2.4,

5.2.2.1  Determining a Value for DELTA T - For most multipoint network applications, the default
value of 200 ms for DELTA T is adequate. The default value of 200 ms is the smallest permissibl
value for DEL'TA T and represents the actual time required for the microcode to update the urgencie
of 12 tributaries. However, in specific cases a higher value of DELTA T might be recommended. An
example of this is a network formed by low traffic devices.

[ ]
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NOTE

The minimum poiling interval defines the time re-
quired for a tributary to reach the urgency threshold
value of 128. This is the minimum time required to
be eligible for poiling. The maximum polling interval
cannot be determined. This is because it is a function
of line speed, message traffic, the number of tribu-
taries in a network, and the polling states of those
tributaries. These variables make it impossible to
predict the time at which any tributary in a network
is polled.

ACTIVE ™
{NDM — INACT)
rd i \‘w
/ \
1 |
{TO — UNRSP) i
. /f
{TO — UNRSP) /
UNRESPONSIVE &
(TG - DEAD)
BAK-THRE

Figure 5-4  State Diagram of Polling State Transitions

5.2.2.2 Determining Values for Q and R - For a given value of DELTA T, the minimum polling inter-
val is a function of the user-defined parameters Q and R. For example, if a minimum polling interval of
3.2 seconds is desired for a tributary (assuming DELTA T = 200 ms), the parameters Q@ = 0, and R =
% satisfy this requirement. With these values of Q and R, the time to reach maximum polling urgency is

bl
wd




s;cumm nae Figure 5-2). Notice that if Q = 64 and R = 4, the minimum poiling interval re-
ns at 3.2 seconds but the maximum potling urgency increases 1o 9.55 seconds.

NOTE
Reaching maximum polling urgency represents max-
imum efigibility for polling, but does not guarantce
that a tributary will be polled.

g 2ra nm the rels ationship between the default values of Q and R for each Gi the three polling
tates Wh,: ail tributaries in a network have the default value for Q and R, and all tributaries are in
e active pe ;iimt state, the manner of poliing is round-robin.

5.2.2.3  Determining 2 Value for Poll Delay - The user-defined global parameter poll delay i ‘zp S¢S A
fixed delay between control station polls. This provides a mechanism for remlat!ng message traffic
without changing the values of Q and R for individual tributaries. During this delay, transm lS‘;iGH from
f:k:: control station to tributaries is halted for the interval defined by the poll delay timer. This interval

begins when the tributary just polled deseiects itself,

The ability to regulate message traffic through a single parameter is valuable in multipoint networks.
This is especially true where DMV 1 1s are configured together wi;%i slower character interrupt commu-
aication devices such as DUPH Is. The value selected fu! poll delay in these circumstances is a function
of the character handling rates of the non-DMV11 dev;gese

In remote multipoint networks where the distance between the control station and tributaries varies
significantly, there is a greater chance of transmit and receive errors. This is due to the difference in
communication line settling time in such a network. In such instances, the settling time for the most
distant tributary station ahould be used for determining a value for poll delay.

For DMV -implemenied %ngh-*pwé local networks, this parameter is unnecessary. The default value
{zero) for poil ﬁdd} 15 used in these networks.

5.2.2.4  Determining 2 Value for DEAD T - This global parameter establishes the rate at which dead
tributaries are polled. Dead tributaries are polled on a round-robin basis, with one tributary polled at
cach expiration of the dead tributary timer,

Poiling dead tributaries can significantly impact network line utifization. The shorter the period of this
timer — the greater the impact. For o given value of DEAD T, the impact decreases us system line
speed increases. When determining a xaiuc for this parameter, the primary goal is to minimize the im-
pact on network line otifization.

The value for DEAD T should be based on the period of the sefection interval timer for the specific
application. For example, if the period of the dead tributary timer and the selection interval timer are
equal, aniy dead tributaries are polled. For most system applications, the period of the dead tributary
should be from three to ten times greater than that of the selection interval timer. This of course de-
pends on line speed. The default value for DEAD T is ten seconds. This is about three times the default
value for the selection interval timer.

3.3 ERROR COUNTERS

i 3ti§‘mim networks many tributaries tie to the same transmmssion line. Because of this, it s more
¢ uit to determine which link, if any, is cmz%mg errors. To awd in troubleshooting, the DMV main-
tains extensive error counters. Ever ry DMV11 in the network (the control station and each tributary)
uses error counters to record errors. This allows user programs at any DMV 11 in the network to deter-
mine overall error rates and to detect a malfunctioning link.
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Data link errors arc indicated to the DMV11 by DDCMP negative acknowledge messages (NAKSs).
Fach NAK contains an address field and a reason code that identifies the source and reason for the
NAK. In general, when an error is detected in an incoming message, the station that receives the mes-
sage sends 2 NAK to the station that sent the message. By recording NAKs sent and NAKSs received,
each point or tributary in the network is able to compile statistics on the condition of the link estab-
lished between the two stations. DDCMP error recording has been designed so that even if one of the
stations on the link cannot record errors, the other station may be used to record errors for all commu-
nications in both directions on the link.

There are three main categories of error counters used by the DMV data link counters, station
counters, and threshold counters. Data link counters and threshold counters are maintained for each
tributary/control station pair on a physical link. These counters are located in the tributary status slots
of the data memory {Figure 5-5). Station counters are maintained for the physical link as a whole, and
are focated in the global status slots of the data memory (Figure 5-6). Unless otherwise stated, all
counters increment o a maximum value and hold that value until cleared.

Data errors sutbound,
Dyata errors inbound,
Local reply timeouts,
Remote reply timeouts,
Local buffer errors,
Remote buffer errors,
Selection timeouts.

¢ & ® & ¢ & &

Rackground data link counters are used to provide a statistical base for the cumulative error counters
and therefore record:

s The number of data messages transmitted,

e The number of data messages received, and

¢ The number of selection intervals.

A point-to-point station maintains a single set of data link counters. Multipoint stations (control and
iributary) maintain a separate set of data link counters for cach established tributary. Data link
counters are cleared by:

e A master clear of the DMV
e A controi command to establish the tributary, or
e A user-issued control command to read and clear the TSS error counters.

5.3.1.1 Data Errors Qutbound — This 8-bit group counter records NAKs received for data errors oc-
curring on the communications channel outbound from this station. There are three types of outbound
errors for which this counter records NAKs received:; header blockcheck (OHBCC). data field block-
check (ODBCC), and reply response (OREP). Three separate flag bits indicate which tvpe of cutbound
ervor is bewng counted.

e OHBCC (outbound header blockcheck) is set when ¢ NAK with a reason code of one is re-
ceived for a header block-check error for either data or control messages.
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ODBCC (outbound data field blockcheck) is set when a NAK with a reason code of two is
received for a data field block-check error.

OREP (outbouand reply response) s set when a NAK with a reason code of three is received
for a reply message response.

TRIBUTARY STATUS SLOT {TS5)
ADDRESS (OCTAL)

& RESERVED

RECEIVE THRESHOLD ERRORS

8 TRANSMIT THRESHOLD ERRORS

SELECTION THRESHOLD ERRORS

’ e DATA MESSAGES THRANSMITTED fre—
10
e DATA MESSAGES RECEIVED s
11
proeme SELECTION INTERVALS e
12 ' DATA %EQHDRS‘@UTEEQUNB
RESERVED OREP | ODBCC | OHBLC
13 DATA ERRORS INBOUND
RESERVED IREP § 30OBCC | HBLC
14 LOCAL BUFFER ERRORS
RESERVED 1878 181U
18 REMUTE BUFFER ERRORS
RESERVED RBTS RBTY
14 SELECTION TIMECGUTS
RESERVED IRTS NATS

17 LOCAL REPLY TIMEDQUTS

REMOTE REPLY TIMEQUTS

&

Figure 5-5 Data Link and Threshold Error Counters
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GLOBAL STATUS SLOT [GSS)
ADDRESS (OCTAL)

15 REMOTE S8TATION ERRORS
ASTR | ASEL ] RMHFE JROVRN
18 LOCAL STATION ERRORS
LOVR | LUNDR | LMHFE | LOVRN
17 GLOBAL HEADER BLOCK CHECK ERRORS
MAINT. DATA BLOCK CHECK ERRORS
MK-1959

Figure 5-6 Station Error Counters

5.3.1.2 Data Errors Inbound - This 8-bit group counter records occurrences which normally result
from data errors on the communications channel inbound to this station. Three separate bits indicate

specific error types associated with this counter.

e 1HBCC (inbound header blockcheck) is set when messages having header-block check errors
are received. When this error occurs, point-to-point stations and multipoint control stations
send 2 NAK with a reason code of one. A multipoint control station records this error for the
sclected tributary regardless of the address field in the received message. A multipoint tri-
butary records this error only if the address tield matches its station address.

e IDBCC (inbound data ficld blockcheck) is set when NAKs with a reason code of two are to

be sent for data field block-check errors,

e IREP (inbound reply response) is set when NAKs with a reason code of three are to be sent

for a reply response.

5.3.1.3 Local Reply Timeouts — This 8-bit counter records occurrences which resuit from:

e The loss of communications between two stations while the one recording this error has data

to transmit, of
e The choice of an inappropriate value for the reply timer.

Specifically, this error counter records the sending of a REP message.

5.3.1.4 Remote Reply Timeouts - This 8-bit counter records occurrences which result from:

e The loss of communications between two stations while the remote station has data to trans-

mit, or

e The choice of an inappropriate value for the remote station reply timer.

Specifically, this counter records ACKs sent in response to a REP. The remote station sent a REP
because it received no acknowledgement for messages it previously sent. The local station received
those messages, but the remote station never received the acknowledgement.
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5.3.1.5 Local Buffer Errors — This 8-bit counter records the fact that the user program at the station
i

recording the error failed to properiy allocate receive buffers to data messages from

A
¢ remote station.

Twa scparate bits indicate the specific errors associated with this counter,

L

LBTU (locai buffer temporarily unavailable) is set when a buffer is temporarily unavaiiable.

This condition indicates that a NAK with a reason code of eight is to be sent.

LBTS (local buffer too small) is set when 2 local buffer is too small for the incoming mes-
sage. This condition indicates that a NAK with a reason code of 16 is to be sent.

5.3.1.6 Remete Buffer Errors - This 8-bit counter records the fact that the user program at the remote
station failed to properly allocate receive buffers to data messages from the station recording the error.

Two separate bits indicate the specific errors associated with this counter.

RBTU (remote receive buffer temporarily unavailable) is set when a NAK with a reason
code of eight is received.

RBTS (remote receive buffer too small) is set when a NAK with a reason code of 16 is re-
ceived.

5.3.1.7 Selection Timeouts — This 8-bit counter records the occurrences which result from:

L]
®
@

Loss of communications with a remote station,
Data errors on the communications channel to or from the remote station, and
The choice of an inappropriate value for this station’s select timer.

This counter is used only by haif-duplex point-to-point or multipoint control stations. Two separate bits
indicate the specific errors associated with this counter.

®

NRTS (no reply to select) is used to record selection imervals in which no transmission is
received from the tributary, and no attempt to transmit is detected. Specifically, it records
the expiration of the select timer without the receipt of a valid control message or header, or
the detection of an attempted transmission.

IRTS (incamnplete reply 1o select) is used to record selection intervals which were not proper-
fy terminated. Specifically, it records the expiration of the select timer preceded by receipt

of a valid control message, receipt of a valid header, or detection of an attempted transmis-
sion. An attempted transmission is indicated by:

~  The presence of a carrier signal,
—  The receipt of a DDCMP synchronization sequence. and
- The receipt of an SOH, ENQ, or DLE.

5.3.1.8  Data Messages Transmitted ~ This 16-bit counter records messages transmitted by this station,
and latches at a count of 65535. It can be used as a statistical base when evaluating data errors out-
bound, local reply timeouts, and remote buffer errors. Messages sent as a result of retransmission are
#ot included in this count.

3

i

5.3.1.9 Data Messages Received — This [6-bit counter records migssages received by this station, and
tches at a count of 63535, It can be used as a statistical base when evaluating data errors inbound,
remote reply timeouts, and local buffer errors. Messages received out of sequence or in error are not

inciuded in this count.




5.3.1.10 Selection Intervals — This 16-bit counter records the number of times this station selects the
other station. It also latches at a count of 65535, Specifically, it records the number of messages trans-
mitted with the select flag on. It is only used by half-duplex point-to-point and multipoint control sta-
tions. It can be used as a statistical base when evaluating the number of selection timeouts.

8.1,2 Station Error Counters
Station counters are 8-bit counters which latch at 255 and record unusuai occurrences. These occur-
rences may be the result of:
e A hardware or software fault at this station,
e A hardware or software fault at a remote station, or
e A data error on the communications channels undetected by the header block-check field.
A single set of these counters is used for all tributarics on a multipoint link.
There are four types of station counters:
Remote station errors,
{_ocal station errors,

Global header block-check errors, and
Maintenance data field block-check errors,

T

Station counters are cleared by:

e A master clear of the DMVLEL, or
e A user-issued control command to read and clear the GSS error counters.

5.3.2.1 Remote Station Errors — This 8-bit counter records occurrences caused by a fault in a remote
station or by an undetected data error on the channel inbound to this station. Four separate bits indicate
the specific errors associated with this error counter.

¢ ROVRN (remote receive overrun) is set when a NAK with a reason code of nine is received
for a receive overrun.

e RMHFE {remote message header format errors) is set when a message is received which has
a header format error. This condition indicates that a NAK with a reason code of 17 is to be
sent.

e RSEL (remote selection address error) is set when a multipoint control station receives a
message containing an address field which does not match the address of the currently se-
fected tributary. RSEL is a flag used only by multipoint control stations.

e RSTR (remote streaming tributaries) is set by either one of two events: 1} an implementa-
tion-dependent maximum transmission interval is exceeded without releasing the channel
{babbling tributary), or 2) the channel is not released following the end of u selection interval
(streaming tributary).

%322 Local Station Errors — This 8-bit counter records occurrences caused by a fault in a local sta-
tion or by an undetected data error on the channel outbound from this station. Four separate bits in-
dicate the specific errors associated with this error counter.
e LOVRN {local receive overrun, NAK sent) is set for local station receive overruns. ‘This con-
dition indicates a NAK with a reason code of nine is 10 be sent.
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e LOVR (local receive overrun, NAK not sent) is set by a receive overrun when a NAK is not
sent. For a mmltipoint tributary, this happens if an overrun occurs while receiving a header.
For other stations, this occurs when the station is not in the DDCMP run state.

s  LUNDR (Jocal transmit underruns) is set when a transmit underrun occurs.

e LMHFE (local message header format error) is set when a NAK with a reason code of 17 is
received to indicate a message with a header format error was sent by this station.

5.32.3 Global Header Block-Check Errors - This 8-bit counter records the occurrence of head
block-check errors that are not recorded on a per tributary basis. Specifically, it counts header bloc
n

check errors for maintenance messages and for messages to tributaries where the address field does
match the station address.

5.3.2.4 Mainenance Data Field Block-Check Errors — This 8-bit counter records the occurrence of
data field block-check errors for maintenance messages.

5.3.3 Threshold Error Counters

Threshold error counters are used to determine if a persistent fault exists. A persistent fault is one
which occurs seven consecutive times. Whenever a threshold counter reaches its maximum value (7),
the user program is notified by a control response.

In the DDCMP run state, threshold counters are cleared when the user is notified. In this way the user
is continually informed of a persistent fault. In the DDCMP ISTRT and ASTRT states, threshold
counters are not cleared when the user is notified. In this way the user is not continually informed of an
inoperative remote station.

A point-to-point station maintains a single set of threshold counters. A multipoint contrel station main-
tains a separate set for each tributary. A multipoint tributary maintains a single set unless it supports
muitiple tributary addresses in which case it maintains a single set for each established tributary ad-
dress.

There are three types of threshold error counters: transmit, receive, and selection.

5.3.3.1 Trausmit Threshold Errors - This 3-bit counter is incremented (if less than seven) in the fol-
lowing instances.

I, The DMVIL is in the ISTRT state when 2

»TRT message is sent,

2. The DMVI1 15 in the ASTRT state when a STACK message is sent, or

3. The DMVII is in the run state and a NAK with a reason code other than three (REP re-
sponse) is recetved, or when sending a REP message.

The transmit threshold error counter is cleared:
#  Upon entering the ISTRT, ASTRT, or run states.
*  While in the run state one of the following occurs:
— A transmit threshold error is reported,
~ A NAK, ACK, or data message is received acknowledging a new message, or

- A NAK, ACK, or data message is received when no messages are outstanding.
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5.3.3.2 Receive Threshold Errors — This 3-bit counter is incremented (if less than seven) when a NAK
with one of the following reason codes is sent.

Reason Code Description

! Header block-check error.

2 Data field block-check error.

3 REP response.

8 Buffer temporarily unavailable.
9 Receive overrun,

16 Message header format error.

This counter is cleared when:
o  Entering the ISTRT, ASTRT, or run states,

e A control message with a correct header blockcheck is received without a header format er-

Y
SR,

s A data message with correct header and data field blockchecks is received without a header
{format error, or

s In the run state, a receive threshold error is reported.

5333 Selection Threshold Errors — This 3-bit counter is only used by multipoint controf stations and
haif-duplex point-to-point stations. It is incremented (if less than seven) when a selection timeout oc-

CHTS.

It is cleared upon receipt of a message with the select bit set, or while in the run state and a selection
threshold error 1s reported.

5.4 DMV11 MICROCODE INTERNAL DATA BASE OVERVIEW
Functionally, the DMV 11 internal data base provides the mechanism for managing:

e The assignment and completion of transmit and receive buffers,
»  The queuing of DMV11 responses,

»  The assignment of TSS structures to established tributaries for the storage and maintenance
of tributary and global status information.

A map of this data base is shown in Figure 5-7. The data base is implemented by three basic structures:

e [inked lists,
s  Siot mapping table,
e T%S and GSS structures.

Fach of these are described below in terms of organization and function.

5.4.1 Linked Lists

A tinked list is an open-ended data list made up of fixed-length blocks linked by pointers, Each of these
biocks (link biocks), contain seven bytes of data and a one byte pointer to the next link block in the list.
The pointer in the last block in the list is a terminator value. Figures 5-8 and 5-9 illustrate the standard
format for DMV11 Linked-list structures.
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Figure 5-7  Data Memory Map

A DMVIT finked list is made up of five kinds of linked lists.

H
i.

b

5.4.1.1

The iree linked |
inked |

kinds of linl

ist — A list of empty link blocks used by the microcode to form the remaining
KEG i

Hists.
The response linked list - A queue of responses for posting to the user program.

The common buffer pool linked list ~ A list of the accessing information for each receive
bulfer assigned to the common pool. There is one link block for each assigned buffer.

Receive buffer linked list - A list of receive buffer accessing information. One of these is
maintained by the microcode for each established tributary having private receive buffers
assigned. There is one link block for each buffer.

Transmit buffer linked list — A list of transmit buffer accessing information. One of these is

maintained by the microcode for cach established tributary having transmit buffers assigned.
There is one linked list for each buffer.

The Free Linked List -~ The free linked list from which all ather linked lists draw link blocks, is

maintained in the lower section of data memory called the buffer and output queue {BOQ) (Figure 3-
7). These 832 bytes translate into a total of 104 link blocks available for use by the operational linked
lists. In this way, the free linked list functions as a finite resource for the operational linked lists.
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DATA
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77 TERMINATOR

DATA

ME-1981
Figure 5-8 DMV1i1 Linked List Structure Format

As previously stated, a linked list is equipped with two list pointers; one that points to the start of the

tist and one that points to the end of the list. When a link block is removed {rom the free linked list, the

start of the fist pointer is changed to point to the next available link block in the free linked list. Whena

. link block is completed by one of the operational linked lists, it is added to the end of the free linked list

; and its internal pointer is set to the terminator value of 377 octal. In addition, the internal pointer in the

next to last link block is changed from 377 octal to the address of the link block just added. The start-
and end-of-list pointers for the free linked iist are maintained in the station GSS.
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Link blocks are removed from the free linked list and added to the receive, transmit, or common pool
buffer linked lists when the user program issues control or buffer address/character count commands
for that purpose. Similarly, link blocks are removed from the free linked list and added to the response
iinked list when the DMV 11 microcode posts a response to the user program. If the last link block is
removed from the free finked Hist, the start of the list pointer is set to the terminator vaiue of 377 octal
to indicate there are no more link blocks available. In this event, the next request for a link block gener-
ates the fatal error QUEUE OVERFLOW. For this reason. the buffer ailocation strategy for a user
program must be designed to assure an adequate number of link biocks

LINK POINTER POINTER TO THE NEXT LINK BLOCK
MESSAGE NUMBER DDCMP MESSACE
BSEL & TRIBUYARY ADDRESS
BSEL 4 BUS ADDRESS

@
m
o

BUS ADDRESS

BSEL € CHARACTER COUNT LOW
BSEL 7 CHARACTER CNT HIGH. BA 18, BA 17
BSEL 2 TYPE CODE AND BA 18-21

MK.2497

Figure 5-9 Standard Link Block

5.4.1.2 The Response Linked List ~ This linked list functions as a queue of buffer disposition, cantrol,
and information responses to be posted to the user program. The format of the link block for each of
these three responses is shown in Figure 5-8. When preparing a link to convey a control or information
response, the microcode clears all unused bit positions in the link block to zero. However, link blocks
restored to the free linked list remain unchanged.

The start-of-list and end-of-list pointers for the response linked list are maintained in the station GSS.

5.4.1.3 Buffer Linked Lists — A buffer linked list is provided for each type of message buffer allocated
by a user program. These are:

e Common poel receive buffers,

®  Private receive buffers, and

®  Transmit buifers.
Each link block in a buffer linked list provides the location and size of a buffer in main memory.
The Common Buffer Pool Linked List — This linked list provides a queue of receive bulfers available to
ail established tributaries according to the quota assigned to each tributary.
Common pool buffers are assigned through the buffer address/character count command, and enabled
with tributary quota assignments through the control command (see Section 3.3.3). The start-of-list and
end-of-list pointers for this linked list are maintained in the station GSS.
Receive Buffer Linked List ~ This linked list serves as a queue of private receive buffers. One list is
maintained for each tributary established at a multipoint station. For point-to-point stations, one list is
maintained at each station. The start- and end-of-list pointers for each receive buffer linked list are
maintained in the associated tributary’s (or station’s) TSS.

5-18




Transmit Buffer Linked List — This list functions as a queue of transmit buffers. One list is maintained
for cach tributary established at a multipoint station. For point-to-point stations, one list is maintained
at each station, The start- and end-of-list pointers for cach transmit buffer finked list are maintained in
the associated tributary’s (or station’s) TSS.

A unique feature of this link block is the message number field. When a message is transmitted from a
buffer, the header of that message contzins the DDUMP message number (in the message number
field). The microcode uses this field to locate the buffer for a message that has been NAKed after
transmission and, therefore, must be retransmitted.

5.4.2 Slot Mapping Table

Under DDCMP, the §-bit message header address field permits a maximum of 253 uaique tributary
addresses in a multipoint network. However, the DMV 11 microcode limits the number of established
tributaries to 12, In order to implement DDOCMP, a tributary tn 2 DMV 11-based multipoint network
can have a TSS address in the range of 1 to 255. However, only 12 of these tributarics may be estab-
iished at any one time.

TSS addresses are assigned at both control and tributary stations through the siot mapping table
{SMT). As shown in Figure 5-7, this table cccupies 256 locations i DMV 11 data memory; one location
for each of the 255 possible tributary addresses, and one location to address the GSS.

The function of the SMT is to map an 8-bit tributary address into one of the 12 available TSS struc-
tures. When a tributary is deleted, its TSS and SMT entry is refeased for reassignment. When 12 tribu-
taries are established and an attempt is made to establish a 13th, a procedural error is posted to the user
program.

5.4.3 TSS and GSS Structures
The TSS and GSS structures occupy separate sections of data memory. The GSS 15 a single 64-byte
section while the TSS structure consists of twelve 64-byte sections.

5.4.3.1 The Global Status Slot (GSS) - Functionally, the GSS is used to:

e  Maintain control and status information specific to the operation of the microcode,
s Record event counts and error conditions that are global in nature, and

e Store global parameters.

The majority of the GSS is devoted to microcode control and status information. A detaited map of the
(3SS is shown in Figure 5-10.

Access to the GSS 1s accomplished on word boundaries. A user program can read anv GSS lacation
through the control coramand. The content of the addressed lecation is transferred to the user program
through an information response. A user program can read and clear only GSS station error counters.
The four global parameters (locations 34 through 37) are written by the user program through the con-
irol command.

5.4.3.2 Tributary Status Slots {TSS) - A TSS contains four general categories of tributary informa-
tion (Figure 3-11)

Protocol and tributary status,
Error and statistical counters,
Message exchange variables, and
Polling parameters.

bl el e
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Protocol and Tributary Status - This category includes information on the tributary’s protocol staie, its
status with relation to the logical communications line, ils protocol status, and its polling status. Tri-
butary polling status is maintained only at a multipoint network control station. Although this informa-
tion is only pertinent to, and used by the DMV11 microcode, it can be read by a user program,

Error and Statistical Counters — These counters provide the user program with a wide range of error
counts, and a set of statistical counts that permit analysis of the meaning of specific error counts. These
counters can be read and cleared by the user program. The function of each of these counters is de-
scribed in detail in Section 3.3,

Message Exchange Variables — This category includes a range of variables used by the microcode 1o
control the transmission and reception of message data. This includes the common buffer pool quota
assigned by the user program.

A group of timers is also included in the message exchange variables. These timers can be preset to a
specific timeout value by the user program, and dircctly concern message traffic transferred on the
logicai link by the associated tributary. These timers are referred to as

Transmit delay timer,

Selection interval timer,*

Maximum transmitted message count,
Babbling tributary timer.

¢ & @ @

The tink management functions performed by these timers is detailed in Chapter 4.

Poliing Parameters ~ These parameters are user-defined values that are used by the polling algorithm
to conduct dynamic peliing activity in multipoint networks. The functions performed by the DMV
polling algorithm, and the criteria for determining the values for each parameter, are discussed in detail
in Section 5.2

*A timeout value for the selection interval tmer is maintained in gach tributary™s TSS, but the actual timer s nintained in
the (GSS.
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APPENDIX A
DDCMP IN A NUTSHELL

Al DDbCMP

e Digital Data Communications Message Protocol (DDCMP) provides a data link control procedure
that ensures a reliable data communication path between communication devices connected by data
links. DDCMP has been designed to operate over full- and half-duplex synchronous and asynchronous
channels in both pomnt-to-point and multipoint modes. 1t can be used in a variety of applications such as
distributed computer networks, host front-end processors, remote terminal concentrators, and remote
job entry-exit systems.

A.1.1 Controlling Data Transfers
The DDCMP message format is shown in Figure A-1. Three control characters are provided in
DDCMP 1o differentiate between the three possible types of messages:

»  SOH - Data message follows,
o  ENQ - Control message follows,
e DLE - Mamtenance message follows.

Note that the use of a fixed-length header and message size declaration obviates the requirement for
extensive message and header delimiter codes.

, ; DATA
RN _lcounT |FLAG |RESPONSE | SEQUENCE |ADDRESS|CRC-1 o CRC-2
SYN JSYN] A SOH I airs|2 eiTs|s BiTS 28Ts |8 BiTs |18 giTg| ANY NUMBER OF 8-BIT |, 5 g1pq

CHARACTERS UP TO 2'%)

MIK-2248

Figure A-1 DDCMP Data Message Format

A.1.2  Error Checking and Recovery
ODCMP uses a 16-bit cycle redundancy check (CRC-16) for detecting transmission errors. When an
error occurs, DDCMP sends a separate negative acknowledge {NAK) message. DDCMP does not re-
guire an acknowledgement message for all data messages. The number in the response field of a normal
header or in either the special NAK or acknowledge (ACK) control mexa&ge specifies the sequence
number of the last good message received. For example, if messages 4, 3, and 6 have been received
since the last time an acknowledgement was sent and message 6 is bad, the NAK message specifies
number 5 which says “messages 4 and § are good and 6 is bad.” When DDCMP operates in fuli-duplex
mode, the line does not have to be turned around; the NAK is simply added to the sequence of messages
for the transmitter.

When a sequence error occurs in DDCMP, the recciving station does not respond to the message. The
iransmitting station detects, from the response field of the messages it receives (or via timeout). that
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the receiving station is still looking for a certain message and sends it again. For exampie, if the next
message the receiver expects to receive is S, but receives 6 instead, the receiver does not change the
response ficid (which contains a 4) of its data messages. The receiver will say, i accept all messages up
through message 4 and U'm still looking for message 5.7

A.1.3  Character Coding
DDCMP uses ASCII control characters for SYN, SOH, ENQ and DLE. The remainder of the mes-
sage, including the header, is transparent.

A.1.4  Data Transparency

DDCMP defines transparency by use of a count field in the header. The header is of a fixed length. The
count in the header determines the length of the transparent information field, which can be from | to
16,383 bytes long. To validate the header and count field. it is followed by a CRC-16 ficld; all header
characters are included in the CRC calculation. Once validated, the count is used to receive the data
and to locate the second CRC-16, which is calculated on the data field. Thus, character stuffing is
avoided.

A4.1.5 Data Channel Utilization

DDCMP uses either full-duplex or half-duplex circuits at optimum efficiency. In the full-duplex mode,
DDCMP operates as two independent one-way channels, each containing its own data stream. The only
dependency s the acknowledgements which must be sent in the data stream in the opposite direction.

Separate ACK messages are unnecessary, therefore, reducing the control overhead. Acknowledgements
are simply placed in the response field of the next data message for the opposite direction. If several
data messages are received correctly before the terminai is able to send a message, all of them can be
acknowledged by one response. Only when a transmission error occurs, or when traffic in the opposite
direction is light (no data message to send), is it necessary to send a special NAK or ACK message,
respectively.

fn summary, DDCMP data channel utiiization features include:

t. The ability t¢ run on full-duplex or half-duplex data channel facifities,

o

Low control character overhead,
3. No character stuffing,

4. No separate ACKs when traffic is heavy; this saves on extra sync-characters and inter-
message gaps,

5. Muluple acknowledgements (up to 255) with one ACK, and

6. The ability to support point-to-point and multipoint lines

A.2 PROTOCOL DESCRIPTION

DDCMP is a very general protocol; it can be used on synchronous or asynchronous, half-duplex or full-
duplex. serial or parallel, and point-to-point or multipoint systems. Most applications involving protocaols
are half-duplex or full-duplex transmissions in a serial synchronous mode; that operating environment is
emphasized in the following description.

The header is the most important part of the message because it contains the MEssage sequence num-
bering information and the character count, the two most important features of DDCMP. Because of
the importance of the header information, it merits its own CRC blockcheck, indicated in Figure A-2 as
CRC-1. Messages that contain data, rather than just control information, have a second section which
contains any number of 8-bit characters (up to a maximum of 16.383) and a second CRC {indicated in
Figure A-2 as CRC-2).
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; INFORMATION
SYN SYN cLacs |COUNT | FLAG | RESPONSE | SEQUENCE ADDRESS | CRC 1 | ANY NUMBER | CRC 2
14 BITS) 2 BITS| 8 8ITS 8 BITS 8 BITS |16 BITS| OF8-BIT |18 BITS
| CHARALTERS
‘-:.‘\’.\ ‘l’““‘*\& \ ‘;\\ ,‘{
\ \\ NG}F %\ Tgs "*1.0)‘&‘
T, ™~ \w
NHKHHXKHK mxxxxxxxxxxxx XX xxxxxxxx SOOCKXKXK XXOXXXHKX
SOH - DATA MESSAGES 10000001 CHARACTER COUNT QS RESP # MESSAGE#  ADDRESS
ENG { ACKNOWLEDGEMENT 0000101 00000001 00D0D0 15 RESP # 00000060 ADDRESS
NEGATIVE ACKNOWLEDGE 00000101 00000010x---==- 0% RESP # 00000000 ADDRESS
. HEASONS: 50C HEADER ERROR 000001
8CC DATA ERROR 000010
AEP RESPONSE 00001 1
BUFFER UNAVAILABLE 001000
RECEIVER OVERRUN 001001
MESSAGE TOO LONG 010000
HEADER FORMAT ERROR 010001
, gaepw MESSAGE 00000101 BO000011000000 Qs 00000000 LSTMESS# ADDRESS
ENG | START MESSAGE SOOO0101 900001 10000000 11 0000000 00DODOOT ADURESS
Ismm ACKNOWLEDGEMENT 00000101 00000111000000 11 00000000 D0000000 ADDRESS
DLE  MAINTENANCE MESSAGE 10010000  CHARACTER COUNT 11 00000000 00000000 ADDRESS

NOTES:

1 ONLY THE DATA MESSAGE AND THE MAINTENANCE MESSAGE HAVE CHARACTER COUNTS, S0
OMNLY THESE MESSAGES HAVE THE INFORMATION AND CRC2 FIELDS SHOWN IN THE MESSAGE
FORMAT DIAGRAM ABOVE.

2. "RESP #° REFERS TO RESPONSE NUMBER. THIS IS THE NUMBER OF THE LAST MESSAGE
RECEIVED SORRECTLY, WHEN USED i A NEGATIVE ACKNOWLEDGE MESSAGE, 1T 13 ASBUMED
THAT THE NEXT HIGHER NUMBERED MESSAGE WAS NOT RECEIVED, WAS RECEIVED WITH
£RRORS. O WAS UNACCEPTED FOR SOME OTHER REASON. SEE "REASONS.”

g

“MESSAGE®R ™ 1S THE SEQUENTIALLY ASSIGNED NUMBER OF THIS MESSAGE. NUMBERS ARE
ASSIGNED B8Y THE TRANSMITTING STATION MODULO 256 LE., MESSAGE 000 FOLLOWS 255,

4. "LSTMESS# 7 1S THE NUMBER OF THE LAST MESSAGE TRANSMITTED BY THE STATION, BEE THE
TEXT leCUSS ON OF REP MESSAGES.

5 » ADDRESS” IS THE ADDRESS OF THE TRIBUTARY STATION IN MULTIPOINT SYSTEMS AND IS
USED IN MESSAGES BOTH TO AND FROM THE TRIBUTARY. IN POINT TO POINT OPERATION, A
STATION SENDS THE ADDRESS 1" 8UT IGNORES THE ADDRESS FIELD ON RECEPTION.

o

0 AND ST REFER TO THE QUICK SYNC FLAG BIT AND THE SELECT BIT. SEE TEXT.

MK-2249

Figure A-2 DDCMP Message Format in Detail




etail, the message sequencing system should be ex-

Before the message format is discussed in greater
is directly or indirectly related to the sequencing oper-

d
plained because most of the header information is d
ation.

in DDCMP, any pair of stations that exchange messages with each other number those messages se-
quentially starting with message number one. Each successive data message is numbered using the next
number in sequence, modulo 256. Thus, a long sequence of messages would be numbered 1, 2. 3,..254,
255, 0, 1,..255, The first message sequence always starts with a number 1, and every sequence there-
after begins with a 0. The numbering applies to each direction separately. For cxample, station A might
be sending its messages 6, 7, and 8 to station B, while station B is sending its messages 5, 6, and 7 to
station A. Thus, in a multipoint configuration where a control station is engaged in two-way commu-
nication with ten tributary stations, there are 20 different message number sequences involved - one
sequence for messages [rom each of the ten tributaries to the control station, and one sequence for
messages from the control station to each of the ten tributaries.

Whenever a station transmits a message to another station, it assigns ils next sequential message num-
ber to that message and places that number in the sequence field of the message header. in addition to
maintaining a counter for the sequentially numbered messages which it sends. the station also maintains
a counter of the message numbers received from the other station. It updates that counter whenever a
message 1s received with a message number exactly one higher than the previously received message
number. The contents of the received message counter are included in the response field of the message
being sent, to indicate to the other station the highest sequenced message that has been received.

When a station receives a message containing an error, that station sends a negative acknowledge
{NAK) message back to the transmitting station. DDCMP does not require an acknowledgement for
cach message, as the number in the response field of a normal header (or in either the special NAK or
posttive acknowledgement message ACK) specifies the sequence number of the last good message re-
ceived,

When a station receives a message that is out of sequence, it does not respond to that message. The
transmitting station detects this from the response field of the messages which it receives: if the reply
interval expires before the transmitting station receives an acknowledgement, the transmitting station
sends a REP (reply) message. The REP message contains the sequence number of the most recent
unacknowiedged message sent to the remote station. If the receiving station has correctly received the
message referred to in the REP message (as weil as the messages preceding it}, it replies to the REP by
sending an ACK. If it has not received the message referred to in sequence, it sends a NAK containting
the number of the last message that it did receive correctly. The transmitting station then retransmuits
all data messages after the message specified in the NAK.

The numbering system for DDCMP messages permits up to 255 unacknowledged messages out-
standing; a useful feature when working on high-delay circuits such as those using satellites. However,
the DMVIT limits the maximum number of unacknowiedged messages outstanding to be 127,

A3 MESSAGE FORMAT

With the above background, it is now time to explore the various DDCMP message formats in full
detail, as shown in Figure A-2. The first character of the message is the class of message indicator,
represented in ASCIH with even parity. There are three classes of messages; data, controf, and mainte-
nance. These are indicated by class of message indicators SOH, ENQ, and DLE, respectivelv. The next
two characters of the message are broken into a 14-bit field and a 2-bit field. The 14-bit field is used in
data and maintenance messages to indicate the number of characters that follow the header CRC field
and form the information part of the message. In control messages, the first eight bits of the 14-bit field
are used to designate what type of control message it is; the last six bits are generally filled with zeros.
The exception is in NAK messages where the last six bits are used to specify the reason for the NAK.
The 2-bit field contains the quick-sync and select flags.
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The quick-sync flag is used to inform the receiving station that the message will be followed by sync-
characters; the receiver may wish to set its associated synchronous receiver hardware into sync-search
mode and sync-strip mode. This reestablishes synchronization and syncs are discarded until the first
character of the next message arrives. The purpose of this is to permit the receiving station to engage
any hardware sync-stripping logic it might have and prevent it {rom filling its buffers with sync-charac-
ters. The select flag is used to control link management in half-duplex or multipoint configurations
where transmitters need to get turned on and off.

Link management is the process of controlling the transmission and reception of data on links where
there may be two or more transmitters and/or receivers actively connected o the same stgnal channels.
This is true of half-dupiex point-to-point links, as well as full- and half-duplex multipoint links. On half-
duplex links, only one transmitier may be active at a ume; on full-duplex links, only one slave trans-
mitier may be active on the link at a time,

A station on such a link may transmit when it has been selected or granted ownership of the link. This
ownership is passed by use of the select flag existing in all messages. A select flag sct in a received
message allows the addressed station to transmit after completing reception of the message. The select
flag also means that the transmitter ceases transmitting after the message is sent.

The response field contains the number of the last message correctly received. This fieid is used in data
messages and in the positive and negative acknowledge types of control messages. Its function should be
evident from the preceding discussion of sequence control.

The sequence field is used in data messages and in the REP type of control message. In a data message,
it contains the sequence number of the message as assigned by the transmitting station. in a REP mes-
sage, it is used as part of the question, “Have you received all messages up through message number
{specify) correctly?”

The address field is used to identify the tributary station in multipoint networks and is used in messages
both to and from the tributary. In point-to-point operation, each station uses an address of 1.

In addition to the positive and negative acknowledgement and REP types of control messages, there are
4lso start and start acknowledge control messages. These are used to place the station which receives
them in a known state. In particular, they initialize the message counters, timers, and other counters.
The start acknowledge message indicates that this has been accomplished.

Figure A-2 also shows the maintenance message. This is typicaily a bootstrap message containing load
programs in the information ficld. A complete treatment of maintenance messages and start-up pro-
cedures is bevond the scope of this book.

NOTE
Refer to the DDUCMP specification order (AA-
D599A-TC) for a complete detailed description of
DDCMP.
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APPENDIX B
FLOATING DEVICE
AND VECTOR ADDRESSES

8.1 FLOATING DEVICE ADDRESSES

UNIBUS and LSI-11 addresses, starting at 760010 and continuing through 763776, are designated as
floating device addresses (see Figure B-1). These are used as register addresses for communications
{and other) devices interfacing with the PDP-11 (refer to Table B-1).

NOTE
Some devices are not supported by LSI-11; however,
the same scheme applies. That is, gaps are provided
as appropriate. The convention for assigning these
addresses is as follows:

A gap of 103 must be left between the last address of one device type and the first address of the next
device type. The first address of the next device type must start on a modulo 10g boundary. The gap of
10g must also be left for devices that are not installed but are skipped over in the priority ranking list.
Multiple devices of the same type must be assigned contiguous addresses. Reassignment of device types
aircady in the system may be required to make room for additional ones.

B.2 FLOATING VECTOR ADDRESSES

Vector addresses, starting at 300 and proceeding upward to 777, are designated as floating vectors.
These are used for communications (and other) devices that interface with the PDP-11 and VAX-11.
Multiple devices of the same type would be assigned vectors sequentially (refer to Table B-2).

NOTE
Some devices are not supported by LSI-11; however,
the same scheme applies. Vector size is determined
by the device type.

There are no gaps in floating vectors unless required by physical hardware restrictions (in data commu-
nications devices, the receive vector must be on a zero boundary and the transmit vector must be on a
4¢ boundary).

B-1




777 777

770 000
767 777

764 000
763 777

760 010
760 006
780 ODO

757 777

001 000
000 777

000 300
000 277

000 000

BAK- R

DIGITAL EQUIPMENT
2K CORPORATION
WORDS ,
{FIXED ADDRESSES)
DR11-C
1K §
WORDS t
USER ADDRESSES
%
1K —_—
FLOATING ADDR
WORDS LOATING ADDRESSES
DIGITAL EQUIP CORP (DIAGNOSTICS)
80 t
VECTORS FLOATING VECTORS
48 TRAP & INTERRUPT
VECTORS VECTORS
Figure B-1 UNIBUS and LSI-11 Address Map
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Table B-1 Floating CSR Address Devices

Decimal Octal
Rank Option Size Modulus
i [SARE 4 10
2 DH11 8 20%
3 PO 4 i0
4 DUl 4 10
5 DUPLI 4 i0
6 LKIIA 4 10
7 DMCI{/DMRI1I 4 10
8 PDZ11* and DZVI1/DZ32 4 10
9 KMCH1 4 10
0 LPP1! 4 10
i YMV21 4 10
4 12 VMV3ii 8 20t
13 DWR70 4 10
14 RLIland RLVII 4 10 (extra only)
15 LPATL-K 8 20 (exira oniy)
16 KW11-C 4 10
17 Reserved 4 10
18 fX11 4 10 (extra only)
15 DRI11-W 4 10
20 DRIL-B 4 10 {after second}
21 DMPII-AD 4 10
22 DPV1I 4 10
23 iSB11 4 10
24 DMVII-AD 8 20
*DZIUIE and DZ1IF are dual DZ11s and are treated by the algorithm as two DZ11s,
tStarting CSR address must be an even multiple of 20 (octal).
Table B-2 Floating Interrupt Vector Devices
Decimal Octal
Rank Option Size Modulus
i DC11 4 10
2 WL (extra) 4 10*
2 DL1I-A {extra) 4 i0*
2 DLI11-B {extra) 4 10
k! P 4 Y
4 DMI11-A 4 10
3 DNI11 2 4
6 DM11-BB 2 4
7 DH11 modem control 2 4
8 DRII-A 4 10*
9 DRI11-C 4 10*

*The vector for the device of this tvpe must always be on a 103 boundary.




Table B-2 Floating Interrupt Vector Devices (Cont}

Decimal Octal
Rank Option Size Modulus
10 PAG1T {reader & punch) 8 0%
i1 LPD 4 10
i2 DT 4 10%*
13 DX1i 4 10*
14 DL11-C 4 0%
t4 DL1i-D 4 10O*
14 DLIV-E 4 1o*
s DIt 4 10%
i6 DH1} 4 10%
17 GT40/VSV1 8 10
i8 LPSii {2 10*
19 DO 4 1o+
20 KWiil-W 4 10
Zi DU 4 10*
22 DUP{} 4 10%
23 DV and modem control 6 10
24 LK11-A 4 10
23 DWUN 4 10
26 DMUCI1I/DMRI1 4 1Gg¥
27 DZ11/DZ32/DZV11 4 10*
28 KMCii 4 10
29 LPP11 4 10
30 VMV 2 4 10
31 VMV 231 4 10
32 VTV 4 10
33 DWR7O 4 10*
34 RLII/RLVI 2 4
33 TS11 2 4 {after the first)
35 LPATL-K 4 10
37 IPLY/1P300 2 4
38 KwWi1l-C 4 14
39 RX11/RX211 2 4 (after the first)
40 DR1{-W 2 4
4% DR1i-B 2 4 (after the first)
42 DMPIL-AD 4 10
43 DPVI11 4 10
44 ML} 2 4 {MASSBUS device)
45 ISB1i 4 10
46 DMVIIL-AD 4 10

*The vector for the device of this type must always be on a 10g boundary.

TThese devices can have either a M7820 or M7821 interrupt control module. However, it should al

be on a 10y boundary.
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2.3 EXAMPLES OF DEVICE AND VECTOR ADDRESS ASSIGNMENT
This example has three devices that require device and vector address assignment in the floating ad-
dress space. The devices are:

¢ 1 RLVII
e« 2DPVIils
s | DMVII

Device Device Vector
{Option) Address Address Comment
760010 Gap left for DJ11
760020 Gap left for DHI
760030 Gap left for DQ1t
760040 Gap left for DU
760050 Gap left for DUPLI
760060 Gap left for LKA
760070 Gap left for DMCT1/DMRIL
760100 Gap left for DZ11/DZV11
760110 Gap left for KMC11
760120 Gap left for LPPLI
760130 Gap left for VMV 21
760140 Gap left for VMV 31
760150 Gap left for DWR70
RLVII 760160 300 First and only RLVII
760170 Gap left between RLVIT and next
device
760200 Gap left for LPAT LK
760210 Gap left for KW11-C
760220 Reserved
760230 Gap lef{t for RX11
760240 Gap left for DR11-W
760250 Gap left for DR11-B
760260 Gap left for DMP11
DPVIL 760270 310 First DPV 1
DPVI 760300 320 Second DPV 1
760310 Gap left between DPV 1T and next
device
760320 Gap left for ISB11
DMV 760340 330 First and only DMV 11
760360 Gap left after last device. in this

case the DMV 11, to indicate that no
other devices follow
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APPENDIX C
MODEM CONTROL REGISTER FORMATS

.1 MODEM CONTROL REGISTER FORMATS
The modem signals made available by the DMV11 can be examined or modified by the user program if
needed. This supplics the flexibility needed to meet the various modem mterface reguirements of dif-

ferent countries.

READ MODEM STATUS

HBSEL4:

Bi¢ MName

0 CARRIER

1 NOT USED

2 CLEAR TO SEND
3 MODEM READY
4 HALF-DUPLEX

Deseription

Received line signal detector, commonly referred fo as carrier de-
tect, indicates that there is an appropriate audio tone being re-
ceived from the remote modem. Typically, in full- and half-dupl-
ex applications, carrier detect is on whenever the
communications line is intact and the remote modem has the sig-
nal request to send asserted (the modem is transmitting). This
signal is also applicable to the DMV11 integrai modem.

ALWAYS READ AS ZERO.

This signal is generated by the local modem to indicate whether
or not it is ready to transmit data. Clear to send is the local
modem’s response to the asserting of request to send. This signal
has a slightly different meaning with different modems. With
some modems it indicates that the carrier is being received from
the remote modem, and, therefore, is an indication that a suitable
communications channel exists.

This signal indicates that the modem is ready to operate. The ON
condition indicates that the local modem is connected to the com-
munications line and is ready to exchange further control signals
with the DMV11. The OFF condition indicates that the local
modem is not ready to operate. This signal, when implemented by
the modem, is used by the DMVI11 to detect either a power-off
condition or a cable-related modem malfunction.

This signal, when asserted. indicates that the DMVI11 is in the
half-duplex mode. This means that the DMV11 s connected to a
communications line designed for transmission in either direc-
tion, but not in both directions simuitaneousty. When cleared, it
implies full-duplex operation which is two-way independent trans-
mission in both directions.
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Bit Name

REQUEST TO SEND

& DATA TERMINAL
READY

7 RING

READ MODEM STATUS

BSELS
Bit Name
Y MODE

Description

This signal serves to controf the data channel transmit funciion of
the local modem, and on a half du"sEf:, \mmncil 1o control the di-
rection of data transmission of the !

modem. U’z a full-duplex
channel, the ON condition ms wi’mw« th: moden in the transmit
mode, and the OFF condition maintains the madem in the non-
transmit mode. On a half-duplex channel, the is\ condition
mainiains the modem in the transmit mode and inh
ceive mode. The OFF condizion maintains the nx :*aicm in the re-
ceive mode. A transition from OFF t¢ ON instructs the modem to
enter the transmit mode. The modem responds by taking suc fl ac-
tion as may be necessary and indicates completion of such actions
by asserting clear to send, thereby. indicating to the DMV11] tha
data may be transferred across the communications channel. A
transition from ON to OFF instructs the modem {o complete the
tranxmisaicn of all data that was previously transferred 1o 1‘1;
moderm and then assume a nontransmit or receive mode. whic
ever is appropriate. The modem responds to this instruction by
turning OFF the signal clear to send when it is again prcmr”‘ to
respond 1o a subsequent ON condition of request to send

it o v
its the re-

This signal controls the switching of the local rfz:?és‘:‘m to and from
the communications line. When asserted, this iifj wad serves o in-
form the local modem that the DMV 1] is ready to » operate. This
signa! also prepares the modem for connection to the commu-
nications line and maintains this connection as long as it is ON.
When turned OFF, this signai causes the local modem to dis-
connect after all data previously transferred to the modem has
been izmsmnud This signal can be used by the EU&;;ﬂ modent to
detect a power-off conditicn in the DMVII or a cable-related
modcm malfunction.

u:xv;d b} the iec.ai modem ‘Jx i%n U’Ns Lim %imm mdxc
an incoming call {ringing} signal is being received by m«; 3
modem. The ON state of ring must ippear approximately at the
same time as the ON segment of the ringing cycle {during rings)
on the communications line. The OFF condition must be main-
tained during lhu OFF segment of the ringing cyele (between
rings) and at all other times that ringing is not bi,iﬂ‘g recetved,
This signal is nm affected by the state of data terminal ready.

Description

This bit indicates the operational mode of the line unit. A one in-
dicates character-oriented protocol '"?;‘ﬁ’f’&iion and a zero in-
dicates bit-oriented protocol operation. The DMV 11 initializes
this bit to one.
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Bit Name

i NOT USED
2 TEST MODE
3 NOT USED
4 NOT USED

5 NOT USED
& NOT USED

o

NOT USED

WRITE MODEM CONTROL

BSEL4

Bit Name

o NOT USED

i SELECT STANDBY

2 MAINTENANCE
MODE 2

3 MAINTENANCE
MODE !

4 HALF-DUPLEX

S SELECT

FREQUENCY

Description
ALWAYS READ AS ZERO.

This signai indicates whether or not the local modem is in a test
condition. (This signal applies only t¢ modems that support this
feature.y When in the ON condition, this signal indicates to the
DMV 11 that the local modem has been placed in a test condition.
The ON condition can also be in response to either local or re-
mote activation by means of any other modem test condition. Ac-
tivation of a telecommunications network test condition {for ex-
ample, facility loopback) that is known to the modem can also
cause this signal to be ON. In the OFF condition, this signal in-
dicates that the modem is not in the test mode and 1s available for
normal operation.

ALWAYS READ AS ZERO
ALWAYS READ AS ZERD
ALWAYS READ AS ZERO
ALWAYS READ AS ZERO
ALWAYS READ AS ZERO

Description

Defaulted to 0 by DMV 1! hardware.

Defaulted to 0 by DMV11 hardware.
Defauited to 0 by DMV11 hardware.

The DMV 11 uses this bit to place the line unit into the half-dupl-
ex mode. The user program cannot set or clear this bit. The
DMV11 can change line characteristics only through the mode
definition command. The DMV 11 is equipped with a software in-
terlock that prevents simultaneous transmission and reception
when 1n the half-duplex mode. While the tranmsmitter 15 trans-
mitting, the receiver is disabled from receiving data via a hard-
ware interlock.

This signal is used to seiect the transmit and receive frequency
bands of a modem. In the ON condition, the higher frequency

C-3




Bit Name Description

band is selected for transpussion to the communications channel,
and the lower frequency band is selected for reception from the
communications channel. When OFF, the lower frequency band
is selected for transmission to the communications channel. and
the higher frequency band is selected for receptian from the com-
munivations channel.

NOTE
The modem, if it supports select frequency, must be
set up to ignore this signal from DMV,

o

DATA TERMINAL This signal controls switching of the local modesr 10 and from the

READY communications line. When asserted, this signal serves to inform
the local modem that the DMV 11 is ready to operate. This signal
also prepares the modem for connection to the cammunications
line and maintains this connection as long as it is ON. When
turned OFF, this signal causes the local modem is disconncet af-
ter all data previously transferred to the modem has been trans-
mitted. This signal can be used by the local modem to detect a
power-off condition at the DMVI11 or a cable-related modem
malfunction.

7 NEW SIGNAL This signal determines whether or not the local modem will rapid-
ly respond to new data on the communications line, This signal is
used at control stations in multipoint networks where the remote
modems operate in switched-carrier mode. This incoming signal

to the control station appears as a series of short message bursts

transmitted by each tributary as it responds to the poll from the
control station. In order to permit rapid accommodation to sig-
nals from several tributaries appearing in quick succession. the
control station informs the local modem when a new signal is
about to begin by asserting polling for a briel interval, For syn-
chronous systems, clock timing on the Incoming message varies
from message to message hecause the remote modems arc in no
way synchronized to each other. If the time intervil between mes-
sages is too short, the clock holdover after the end of one message
may preciude rapid synchronization on the following message.

The use of this signal allows the control station to reset the

modem receiver timing recovery circuit, enabling it to respond

more quickly to the line signal present after poiling has been
turned OFF. This signal applies only to modems that support pol-
ling.

.2 RS-449 VERSUS RS-232-C
The most common interface standard in use during recent years is RS-232-C. However, when uvsed i
raodern communications systems it has critical limitations; the most serious being speed and distance,

[

-

For this reason, the interface standard RS-449 was developed to replace RS-232-C. Thi
tamns a degree of compatibility with RS-232-C 1o accommodate an u pward {ransition

standard main-
o RS-444.

P

The most significant difference between R8-449 and RS-232-C is the electrical characteristics of sig-
nals used between the data communications equipment (DCEY and the data termipal equipment
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{(DTE). The RS-232-C standard specifies only unbalanced circuits, whereas, RS-449 specifies both bal-
anced and unbalanced circuits. The specifications for these two circuit types supported by RS-449 are
contained in BIA standards RS-422-A for balanced circuits and RS-423-A for unbhalanced circuits.
These new standards permit greater transmission speeds and allow greater distance between the DTE
and DCE. The maximum transmission speeds supported by RS-422-A and RE-423-A specified circuits
vary with circuit length, The normal transmission speed limits are 20K b/s for RS-423-A at 61 m (200
feet) and 2M b/s for RS-422-A also at 61 m {200 feet}. These normal transmission speeds can be varied
bv tradeoffs between speed and distance.

Another major difference between RS-449 and RS-232-C is the specification of two new connectors to
accommodate the leads required to support additional circuit functions and the balanced interface cir-
cuits. One connector is a 37-pin cinch used to accommeodate the majority of data communications appli-
cations. The other is a 9-pin cinch for applications requiring secondary channel functjons. Some of the
new circuits implemented by RS-449 support local and remote loopback testing and standby channel
selection.

The transition from RS-232-C to RS-449 will not happen immediately. Therefore, appiications that re-
guire connection between RS-232-C and RS-449 interfaces must adhere to the limitations of R8-232-C,
which specifies a normal transmission speed of 20K b/s at a maximum distance of 15.2 m (50 feet).

DMVIT does not support RS-422-A balanced circuits,
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APPENDIX D
MODEM CONTROL

3.1 MODEM CONTROL ;
There are two levels of modem control available to the DMV11. The first level is provided by the hard-
ware, and the second by the DMV 11 microcode.

D.1.1  Hardware Modem Control
The DMV 11 provides the following modem controf function:

e  Prevention of simultaneous transmission and reception in half-dupiex mode.

Half-Duplex Mode - When set, HALF-DUPLEX specifies that the DMVI1 is in the hall-duplex mode.
In half-dupiex mode, a hardware interlock prevents the DMV from transmitting and receiving simul-
taneously.

NOTE
This hardware lockout prevents the DMV11 from
being used in the half-duplex mode on a full-duplex
moderm with the continuous carrier option installed.

.1.2 Modem Control Implemented by the DMV11 Microcode
The modem control signals implemented by the DMV1il are:

e Modem ready {data set ready),
o Request to send/clear to send,
s  {arrier,

s  Data terminal ready, and

e Auto answer.

Fach of these signals are outlined in Table D-1.

Once modem ready goes ON, the DMV 11 reports any transition from ON to OFF to the user program
by issuing a control response containing the code for the systeni-event modem disconnect. The micro-
code tests that modem ready is OFF for 10 ms. Transmission is initially inhibited by the microcode by
interlocking the signals modem ready and request to send.

Whenever the signal carrier detect is dropped by the modem for greater than 1.28 seconds, the user
program is notified by a control response containing the code for the system event modem carrier loss.

Diagrams are used in the discussion of modem control functions. Refer to Figure D-1 as an aid in inter-
preting these diagrams. The flow depicted by the diagrams (Figures D-2 through D-8} describes the pro-
cessing of EIA modem control signals by the DMV11. Each diagram represents a serial flow for a spe-
cific modem control function. However, the functions performed, as represented by each diagram, are
performed in paratlel. The readable and writeable modem signals listed on the diagram for modem sta-
tus can be read and written through the control command using the request keys read modem status
and write mode control




Table -1 DMY11 Modem Control Functions

Signal

Description

Data Set Ready-

Modem Ready:

Reguest to Send/
Clear 10 Send:

Software interfock prevents the DMVt from transmitting if DSR is not
returned. If DSR drops (meaning that it once was asserted) for a period
of 10 ms, the transmitter and receiver are resynchronized, the transmitter
and recetver sections of the microcode are reset to the idle state to allow
the user to return buffers, DTR is then dropped to clear the line (see
DTR for reasserting conditions), and the user is then notified of the DSR
drop via a control-out for disconnect.

Software interlock preventing the DMVIT from transmitting if DSR is
not returned: If the DMV11 has been instructed by the user to start up
the communications line, and DSR is not asserted, the DMV 11 does not
transmit. There i3 no timer started for the first assertion of DSR. It is the
responsibility of the user to ensure that the modem is plugged in. Also, if
the modem is a dial-up modem, the user should make sure that the num-
ber is dialed. In most cases the start command is issued with the intent of
waiting for an incoming call. In this case, the timer value is arbitrary so
that it has been {eft up to the user software to determine this timeout. If
data terminal ready (DTR) is not asserted because of a past error condi-
tion that caused the dropping of DTR (that is, disconnect), the user pro-
gram may assert DTR via the write modem command to enable transmis-
sion.

For all applications: Before RTS is asserted (if alrcady asserted this is
bypassed) CTS is checked for the “ON" condition. If CTS is "ON", 2
10-20 ms timer 1s started while waiting for CTS to drop. If CTS does not
drop within the timer period, constant CTS is assumed and RTS is sct.

For all applications: Software interlock prevents transmission if CTS is
not returned. IF TS is not returned within 30 seconds {plus or minus 19
ms), a disconnect control-out is queued with a CTS failure code i
BSEL7. The transmitter and receiver are resynchronized, the transmiticr
and receiver sections of the microcode are reset to the idle siate to allow
the user to return buffers, and DTR is then dropped to clear the line. {See
DTR for reasserting conditions).

For aif applications: During the time that RTS 1s set, every 10 ms CTS s
checked for the “ON” condition. If CTS stays in the “OFF” condition for
30 seconds (plus or minus 10 ms), a disconnect control out 1s queued with
a CTS failure code in BSEL7. The transmitter and receiver are res
ynchronized, the transmitter and receiver sections of the microcode are
reset to the idle state to allow the user to return buffers, and DTR is then
dropped to clear the line. (See DTR for reasserting conditions).

For all half-duplex applications: The setting of request to send is "AN-
DED” with the half-duplex bit in the hardware to “blind” the receiver
when transmitting.




£ Table D-1 DMV11 Modem Control Functions (Cont)

Signal Description
Carrier: Software interiocks prevent transmission in half-duplex if carrier is in the

“ON" condition. This prevents the DMV11 from running half-duplex on
four-wire constant carrier modems.

For all applications: Hardware interlock of carrier and the receiver clock
stop the USYRT f{rom receiving if carrier were to drop in the middle of a
message.

For 2l applications: If carrier “drops” while the DMV11 is in the process
of receiving the carrier, the loss timer is started. If the carrier loss timer
cxpires (1.28% second interval), the user is notified via a control-out for
carrier loss. The receiver is then resynchronized and the receiver micro-
code is reset to the waiting “tate for the next message. If the carrier loss s
less than 1.28 seconds {carrier is reasserted before the timeout), the mes-
sage being received is allowed to finish. If CRC errors are detected {(nor-
mal case), the protocol recovers from the failure.

Data terminal ready: DMV11 clears DTR on a power-up bus initialization, and a master clear.
This is a hardware function. DTR is not gated from the interface drivers
when the DMV11 is placed in loopback mode. DTR is monitored by diag-
nostics running in internal loopback to ensure that the microcode does not
set it

When DTR s dropped because of errors, it is only reasserted if any of the
following conditions exist: auto answer is enabled or remuote load detect is
enabled. The code 1s in the process of power-on boot or request boot.

Auto Answer: This option s switch seleciable. if cnabled, the DMV11 asserts DTR and
waits for modem ready (DSR}. Because of the difference between
modems in the U.S. and other countries, ring is not used as an indication
that an incoming call has been established. As it stands, DSR is the in-
dication that the call has been established. If a valid DDCMP message is
not received within 30 seconds {plus or minus 10 ms) after a connection is
established, DTR is dropped (hang up the phone). The connection is con-
sidered to be established on assertion of carrier or ciear to send. The
transmitter and receiver are resynchronized, the transmitter and receiver
sections of the microcode are reset to the idle state, and DTR is then reas-
serted after DSR drops (or in 10 seconds whichever comes first). In this
case the user is not notified of the cancelied call. An internal counter is
incremented to log the incoming calls (latches at 256) and is available for
reading by the user program.




CONDITIONS TO BE SATISFIED. (F CONDITIONS ARE NOT
MET SERIAL FLOW DOES NOT CONTINUE.

ACTIONS PERFORMED BY DMVTT.
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Figure D-1 Flow Diagram Symbology
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) DMV11 Synchronous Controller User's Guide Reader’'s Comments
EX-DMV11-UG-001

Your commaents and suggestions will help us in our continuous effort to improve the guaiity and usetul-
ness of our publications.

What is your generai reaction to this manuai?  In your judgement is it compiete. accurate, well organized,
well written. etc? s it easy 1o use? ~

What features are most useful?

What faults or errors nave you found in the manual?

Does this manual satisfy the need you think it was intended to satiafy?

Dipes it satisfy your needs? Why?

71 Please send me the current copy of the Technical Documentation Catalog, which contains information
on the remainder of DIGITAL's technical documeniation.

Name Street

Title : , City

Company State/Country
Department Zip

Additionat copies of this document are available from:

Digital Equipment Corporation
444 Whitney Street
Northboro, MA 01532

Attention: Printing and Circulation Services (NR2/M15)
Customer Services Section

Order No. _EK-DMV11-UG-001
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